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Abstract In this paper, cluster synchronization on
multiple sub-networks of complex networks with non-
identical nodes, stochastic disturbances and time-
varying delays is investigated. Based on the leader–
follower model, an improved network structure model
for realizing the cluster synchronization on multiple
sub-networks of complex networks is presented. In this
improved network model, the complex networks are
divided into multiple pairs of matching sub-networks,
each of which consists of a leaders’ sub-network and
a followers’ sub-network, such that the dynamics of
the nodes belonging to the same pair of matching sub-
networks are identical, while the ones belonging to dif-
ferent pairs of unmatched sub-networks are nonidenti-
cal. Furthermore, the nodes in a sub-network may be
inevitably influenced by some stochastic disturbances
and time-varying delays. In this new setting, the aim is
to design some suitable pinning controllers on the cho-
sen nodes of each followers’ sub-network, such that
the proposed method for realizing the cluster synchro-
nization has good immunity to the influence of these
stochastic factors. By using the Lyapunov stability the-
ory and stochastic differential equation theory, some
cluster synchronization criteria, and a pinning scheme
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that the nodes with very large or low degrees are good
candidates for applying pinning controllers, are estab-
lished such that all the nodes in each sub-network are
exponentially synchronized to the average state of their
matching leaders. Then, the attack and robustness of
the pinning scheme are discussed. Finally, some simu-
lation examples are presented to verify the theoretical
analysis.

Keywords Cluster synchronization · Multiple sub-
networks of complex networks · Nonidentical node
dynamics · Pinning control · Exponential stability ·
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1 Introduction

Complex networks consisting of a large number of
nodes and links, in which the nodes represent the indi-
viduals in the networks and the edges represent the
connections among them, exist everywhere in our real
world, such as biological neural networks, ecosystems,
social network, the WWW, and electrical power grids.
Since the small-world and scale-free complex network
models were constructively proposed by Watts and
Strogatz [1], Barabási and Albert [2] in 1998 and 1999,
respectively, the study of various complex networks has
received increasing attention from researchers in vari-
ous disciplines [3]. Synchronization, as one of the most
important and interesting collective behavior of com-
plex dynamical networks, has been studied extensively
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due to its ubiquity in many system models, such as the
large-scale complex dynamical networks [4,5], small-
world neuronal networks [6,7], scale-free neuronal net-
works [8,9], and potential applications in many other
areas, including information science, secure commu-
nication, and biological systems. Up to now, many
different kinds of synchronization patterns including
complete synchronization [10], global synchronization
[11], stochastic synchronization [12], combinatorial
synchronization [13,14], and cluster synchronization
[15] have been proposed. In the case where the whole
network cannot synchronize by its intrinsic structure,
some control schemes may be designed to drive the net-
work to synchronization. While, a typical real-world
complex network usually consists of a large number
of nodes and links, and thus, it is practically impossi-
ble to apply control actions to all nodes. To save con-
trol cost, recently, a new control method—pinning con-
trol, which means that only a small fraction of network
nodes need to be applying controllers to force the whole
network to synchronize, has been diffusely investigated
in the synchronization of complex networks [16–19].
However, most of these pinning control schemes pro-
posed in the previous works are just introducing a vir-
tual centralized leader as a synchronized reference node
in each network, from which a fraction of nodes in need
of being controlled can receive the same information.
These pinning control schemes are very fragile to the
deliberate attacks; for example, if the virtual leader or
even one node in the network is attacked, the whole net-
work can be in a mess and cannot reach synchronization
anymore. To overcome these shortcomings of the orig-
inal framework with pinning control, it is extremely
necessary and important to establish an improved pin-
ning control scheme for the synchronization of com-
plex networks, especially for the synchronization on
multiple sub-networks of complex networks.

On the other hand, nowadays, complex networks
become very huge including tens of thousands of nodes.
To realize the synchronization of these large-scale com-
plex networks, certain appropriate partition rules that
can split the complex networks into multiple sub-
networks should be chosen, such that the dynamics
of the nodes belonging to the same sub-network are
identical, while the ones belonging to different sub-
networks are nonidentical. This comes to cluster syn-
chronization on multiple sub-networks of complex net-
works with nonidentical nodes. The so-called clus-
ter synchronization means that all of different sub-

networks, each of which consists of identical dynamical
system, can achieve synchronization individually, but
typically the synchronous states of these sub-networks
are mutually different, which is quite different from
the “inner synchronization” [5,10] within a network
and the “outer synchronization” [20–22] between two
coupled complex networks. The application of cluster
synchronization has been found in biological science
[23,24] and communication engineering [25,26]. In
view of its importance in practice, recently, studies on
the cluster synchronization of complex networks have
become a hot research topic. The problem of driving
a general network to a selected cluster synchroniza-
tion pattern by pinning control was studied in [27], and
some sufficient conditions were presented to guaran-
tee the realization of the cluster synchronization, but
the considered system model is too idealistic and the
nodes in a sub-network are assumed to receive the same
information from the only virtual node. The projective
cluster synchronization of a drive–response dynami-
cal network with coupled partially linear chaotic sys-
tems was studied in [28], in which it is shown that
the projection cluster synchronization can be realized
by controlling only one node in each cluster. In [29],
the cluster synchronization problem for linearly cou-
pled network with intermittent pinning controls was
investigated, and some sufficient conditions guarantee-
ing global cluster synchronization were presented. In
order to mimic more realistic networks, Zhang et al.
[30] investigated the cluster synchronization of a mod-
ified small-world networks model which possesses co-
competitive weighted couplings and cluster structures,
and it was proved that the new model with inter-cluster
co-competition balance had an important dynamical
property of robust cluster synchronous pattern forma-
tion. Nonetheless, the network nodes in these works
are all considered to behave identical, and they are all
assumed to synchronize to an identical node. However,
it is not always practical to assume that all the network
nodes are identical since some real-world complex net-
works may consist of different types of nodes, and
these nodes always have different dynamical behav-
iors [31,32]. In [33], the relation between cluster syn-
chronization and the un-weighted graph topology for
nonidentical nodes was investigated, and some con-
ditions for guaranteeing cluster synchronization were
provided. The issue of mean square cluster synchro-
nization in directed networks consisting of nonidenti-
cal nodes with communication noises was presented in
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[34]. Based on the Lyapunov stability theory and sto-
chastic theory, some sufficient synchronization condi-
tions are derived and proved theoretically but without
taking the influence of time delays into consideration.

More recently, studies on networks of networks
have received increasing attention [35,36], especially
since the emergence of some cooperative behaviors on
networks of networks [37–41]. In [42], pinning syn-
chronization on complex networks of networks has
been investigated and some synchronization criteria
are established. It should be noted that, in this paper,
only the mutual cooperation of the nodes belonging
to the same sub-network is taken into consideration,
while the nodes may still need to interact information
with the others belonging to different sub-networks in
a cooperative or even competitive way. Moreover, all
the nodes are assumed to be identical, and the pinning
control scheme cannot be directly applied to the syn-
chronization of complex networks with nonidentical
nodes. In addition, the authors in this paper do not con-
sider the influence of stochastic factors. However, as
the fact that in the real world, due to the widespread
of the random uncertainties such as stochastic forces
on physical systems and noisy measurements caused
by environmental uncertainties, and the finite speeds
of transmission in the network, the nodes in each sub-
network are often inevitably influenced by these ran-
dom uncertainties and time-varying delays. Therefore,
in order to make the complex networks model much
more realistic, it is significant to investigate the syn-
chronization of complex networks with the considera-
tion of both stochastic disturbances and time-varying
delays [43–48].

Based on the concept of cluster synchronization of
complex networks, the results for cooperative behav-
iors on networks of networks and with the consideration
of stochastic factors, the main contribution of this paper
is that an improved framework for cluster synchroniza-
tion on multiple sub-networks of complex networks via
pinning control is proposed, which can be summarized
as follows: (1) based on the leader–follower model,
an improved network structure model that consists of
multiple pairs of matching sub-networks is introduced,
such that the dynamics of the nodes in each pair of
matching sub-networks are identical, while the ones
belonging to different pairs of unmatched sub-networks
are nonidentical; (2) there are many leaders in each
leaders’ sub-network, from which the nodes in need
of being controlled in the matching followers’ sub-

network can receive the information, and the average
state of these leaders is regarded as the reference state;
(3) the nodes belonging to the same or different sub-
networks may be inevitably disturbed by some stochas-
tic factors, and in this paper, both the random distur-
bances and time-varying delays are all considered; (4)
in the process of information transmission, the leaders
or followers can all communicate with each other in a
sub-network, but only the pinned nodes can commu-
nicate with the other ones belonging to different fol-
lowers’ sub-networks. In addition, the pinned nodes in
a followers’ sub-network can receive the information
from their leaders in the matching leaders’ sub-network
but not vice versa; and (5) the new framework for pin-
ning cluster synchronization on multiple sub-networks
of complex networks provides a certain robustness to
the deliberate attacks. For example, even if some lead-
ers or followers in a sub-network are attacked, the clus-
ter synchronization in the other sub-networks can still
be realized well, and most of the nodes in the attacked
sub-network or even the whole attacked sub-network
can still achieve cluster synchronization.

The rest of the paper is organized as follows: In
Sect. 2, the detailed description of an improved net-
work structure model with the consideration of sto-
chastic factors is presented and some preliminaries are
briefly outlined. Section 3 proposes some cluster syn-
chronization criteria and a pinning control scheme for
the multiple sub-networks of complex networks with
nonidentical nodes. A simple analysis of the robust-
ness for the designed pinning scheme is discussed in
Sect. 4. Then, in Sect. 5, some numerical simulation
examples are provided to validate all of the theoretical
results. Conclusions are finally drawn in Sect. 6.
Notation Throughout this paper, some necessary nota-
tions are first introduced. ⊗ is the Kronecker prod-
uct. �n represents the n-dimensional Euclidean space.
�n×m is the set of real n ×m matrices. IN ∈ �N×N is
an N × N identity matrix. 1Mk and 0Mk represent the
Mk-dimensional column vectors with all the elements
being 1 or 0, respectively. 0 represents a zero matrix.
λmax(·) and λmin(·) represent the maximum and mini-
mum eigenvalues. The superscript “T ” is the transpose.
‖·‖ stands for the Euclidean vector norm. E {·} denotes
the expectation. diag{· · · } denotes a diagonal matrix.
If there are no special instructions, all of the variables
are functions on t , but in this paper, we write them in
a simple way for convenience, such as the nonlinear
function f (x(t)) is equal to f (x), s(k)

i (t) is equal to
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s(k)
i . Their corresponding time-delay variables can be

simplified as well, the time-varying delay τ(t) is equal
to τt , e(t − τt ) is equal to eτt , s

(k)
i (t − τt ) is equal to

s(k)
iτt

, etc.

2 The formulation of the network structure model
and some preliminaries

In this literature, cluster synchronization on multi-
ple sub-networks of complex networks, which con-
sist of multiple leaders’ sub-networks and followers’
sub-networks, will be studied. Based on the leader–
follower model and the concept of synchronization
on networks of networks presented in [35,36,42], we
establish the following network structure model. The
large-scale complex networks can be divided into two
types of networks: the global leaders’ network and the
matching followers’ network, which are then divided
into multiple leaders’ sub-networks and the match-
ing followers’ sub-networks, respectively, such that the
dynamics of the nodes are identical if they belong to a
pair of matching sub-networks and nonidentical if they
belong to different pairs of unmatched sub-networks.
In the process of information transmission, the leaders
or followers can all communicate with each other in a
sub-network, but only the pinned nodes can communi-
cate with the others belonging to different followers’
sub-networks. In addition, the pinned nodes in a fol-
lowers’ sub-network can receive the information from
their leaders in the matching leaders’ sub-network but
not vice versa. The specific network structure diagram
can be described as Fig. 1. Suppose that there is a
complex dynamical network consisting ofm followers’
sub-networks C1,C2, . . . ,Cm and m matching lead-
ers’ sub-networks D1, D2, . . . , Dm , where the nodes

leaders 

followers

Fig. 1 The network structure diagram constructed bym leaders’
sub-networks and m matching followers’ sub-networks

in each followers’ sub-network can receive informa-
tion from their matching leaders’ sub-network. Just as
the network structure shown in Fig. 1, the nodes in the
kth followers’ sub-network can be represented asCk =
{rk−1+1, rk−1+2, . . . , rk} and the ones in the kth lead-
ers’ sub-network can be represented as Dk = {wk−1 +
1, wk−1 +2, . . . , wk}, where k = 1, 2, . . . ,m. The kth
followers’ sub-network has Nk = rk −rk−1 nodes, and
the kth leaders’ sub-network has Mk = wk − wk−1

nodes, where r0 = 0, rm = N , w0 = 0, wm = M ;
thus, we have

∑m
k=1 Nk = N and

∑m
k=1 Mk = M .

That is to say, N represents the total number of nodes
in the global followers’ network and M represents the
total number of nodes in the global leaders’ network.

Next, the cluster synchronization on multiple sub-
networks of complex networks with pinning control
scheme is investigated. Let ϕ : {1, 2, . . . , N } or
{1, 2, . . . , M} → {1, 2, . . . ,m}, if node i belongs to
the j th sub-network, then we have ϕ(i) = ϕi = j .
Consider a complex global followers’ network consist-
ing of N nonidentical nodes, in which each node is an
n-dimensional dynamic system and each node is influ-
enced by stochastic factor, described by

dxi (t) = [Aϕi xi (t) + fϕi (t, xi (t), xi (t − τt ))]dt

+ cϕi

N∑

j=1

g(ϕi )
i j Γ x j (t)dt

+ δ(t, xi (t), xi (t − τt ))dω, i = 1, 2, . . . , N (1)

where xi (t) = (xi1(t), xi2(t), . . . , xin(t))T ∈ �n

denotes the state vector of the node i in the global fol-
lowers’ network, Aϕi ∈ �n×n is a negative diagonal
matrix, fϕi : �×�n×�n → �n is a continuous vector
function that describes the local dynamics of the nodes
in the ϕi th followers’ sub-network, cϕi > 0 stands for
the coupling strength, Γ = diag{γ1, γ2, . . . , γn} ∈
�n×n is the inner coupling matrix and satisfies the
condition Γ ≥ In . G(ϕi ) = (g(ϕi )

i j ) ∈ �Nϕi ×N is the
coupling configuration matrix representing the topo-
logical structure of the ϕi th followers’ sub-network,
the precise definition of the matrix G(ϕi ) can be stated
as follows: (1) when ϕ j = ϕi and j = i , then

g(ϕi )
i i = −∑rϕi

j=rϕi−1+1, j �=i g
(ϕi )
i j < 0; (2) when ϕ j =

ϕi and i �= j , and if the node i receives direct infor-
mation from the node j , then g(ϕi )

i j = g(ϕi )
j i > 0;

otherwise, g(ϕi )
i j = g(ϕi )

j i = 0; (3) when ϕ j �= ϕi ,
and if the node i receives direct information from the
node j , then g(ϕi )

i j �= 0; otherwise, g(ϕi )
i j = 0, and it
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satisfies the condition
∑rϕ j

k=rϕ j−1+1 g
(ϕi )
ik = 0. Mean-

while, Deg(i)(k) = −g(k)
i i = ∑N

j=1, j �=i g
(k)
i j represents

the degree of node i in the kth sub-network. G =
[G(1)T G(2)T . . . G(m)T ]T ∈ �N×N is the coupling
configuration representing the topological structure of
the global followers’ network, as the global followers’
network considered in this paper is undirected, so the
matrixG is a symmetric matrix. δ : �×�n×�n → �n

denotes the noise intensity. τt represents the time-
varying delay, and it satisfies 0 ≤ τt ≤ τ0, where τ0

is a constant. ω(t) is a scalar Brownian motion, which
satisfies E{dω} = 0 and E{(dω)2} = dt .

Remark 1 From the definition of the matrix G(ϕi ), one
can see that, in the same sub-network, the node i and
node j are in the state of mutual cooperation; thus, if
the node i receives direct information from the node
j , then we have g(ϕi )

i j = g(ϕi )
j i > 0; otherwise, g(ϕi )

i j =
g(ϕi )
j i = 0. However, in different sub-networks, the node

i and node j may be in the state of mutual cooperation
or even competition, and if the node i receives direct
information from the node j , then g(ϕi )

i j > 0 or g(ϕi )
i j <

0, respectively; otherwise, g(ϕi )
i j = 0, but it satisfies the

condition
∑rϕ j

k=rϕ j−1+1 g
(ϕi )
ik = 0.

It is known to all that sometimes the network (1)
may not reach synchronization by its own, and it is not
too realistic to control all the nodes for realizing the
synchronization of network (1). To save control cost,
we can only apply some suitable controllers into just
a small fraction of the nodes by using pinning control.
Without loss of generality, we can rearrange the order
of the nodes in the ϕi th followers’ sub-network, and
let the first lϕi nodes be controlled. Thus, the pinning-
controlled ϕi th followers’ sub-network with the influ-
ence of stochastic factors can be written as

dx (ϕi )
i (t) =

⎡

⎣Aϕi x
(ϕi )
i (t)+ fϕi

(
t, x (ϕi )

i (t), x (ϕi )
i (t−τt )

)

+ cϕi

N∑

j=1

g(ϕi )
i j Γ x j (t) + u(ϕi )

i (t)

⎤

⎦ dt

+ δ
(
t, x (ϕi )

i (t), x (ϕi )
i (t − τt )

)
dω,

i = rϕi−1 + 1, . . . , lϕi

dx (ϕi )
i (t) =

⎡

⎣Aϕi x
(ϕi )
i (t)+ fϕi

(
t, x (ϕi )

i (t), x (ϕi )
i (t−τt )

)

+ cϕi

N∑

j=1

g(ϕi )
i j Γ x j (t)

⎤

⎦ dt

+ δ
(
t, x (ϕi )

i (t), x (ϕi )
i (t − τt )

)
dω,

i = lϕi + 1, . . . , rϕi (2)

where the superscript (ϕi ) represents the ϕi th follow-
ers’ sub-network, and u(ϕi )

i (t) is a designed controller
for the ϕi th followers’ sub-network.

Consider a complex global leaders’ network con-
sisting of M leaders with linearly diffusive coupling,
where the dynamics of the nodes belonging to the
same leaders’ sub-network are identical, while the
ones belonging to different leaders’ sub-networks are
nonidentical, and each local leaders’ sub-network has
Mk(k = 1, 2, . . . ,m) leaders, which can be described
by

ds(k)
i (t) =

[
Aks

(k)
i (t)+ fk

(
t, s(k)

i (t), s(k)
i (t − τt )

)]
dt

+ ck

wk∑

j=wk−1+1

h(k)
i j Γ s(k)

j (t)dt

+ δ
(
t, s(k)

i (t), s(k)
i (t − τt )

)
dω,

i = wk−1 + 1, . . . , wk (3)

where s(k)
i (t) = (s(k)

i1 (t), s(k)
i2 (t), . . . , s(k)

in (t))T ∈ �n

is the state vector of the i th leader. H (k) = (h(k)
i j ) ∈

�Mk×Mk is the coupling configuration matrix repre-
senting the topological structure of the kth leaders’
sub-network, if the node i receives direct information
from the node j , then h(k)

i j = h(k)
j i �= 0; otherwise,

h(k)
i j = h(k)

j i = 0; the diagonal elements of matrix H (k)

are defined by h(k)
i i = −∑wk

j=wk−1+1, j �=i h
(k)
i j .

Prior to designing some pinning controllers for the
followers’ sub-networks, some assumptions must be
noted as follows:
A1 There exist a constant matrix K and a positive def-
inite matrix Γ = diag{γ1, γ2, . . . , γn} such that f sat-
isfies the following inequality:

(x − y)T ( f (x) − f (y)) ≤ (x − y)T KΓ (x − y),

∀x, y ∈ �n
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A2 For the vector-valued function f (x, x̄), there exist
a constant α and a positive constant β such that

(x − y)T [ f (x, x̄) − f (y, ȳ)] ≤ |α| (x − y)T (x − y)

+β(x̄ − ȳ)T (x̄ − ȳ), ∀x, y, x̄, ȳ ∈ �n

A3 There exist some positive constants pi , qi (i =
1, 2, . . . , N ), and δ is locally Lipschitz continuous,
which satisfies the linear growth condition [49]; then,
we have the following condition that

trace
{[

δ(xi , xiτt )−δ(x̄, x̄τt )
]T [

δ(xi , xiτt )−δ(x̄, x̄τt )
]}

≤ pi‖xi − x̄‖2 + qi
∥
∥xiτt − x̄τt

∥
∥2

A4 τ(t) is a differential function with 0 ≤ τ̇ (t) ≤ ε <

1. Clearly, this assumption is justified when τ(t) is a
constant.

Now, we give the definition of the cluster exponen-
tial synchronization on multiple sub-networks of com-
plex networks and a lemma, which is used to derive the
main results.

Definition 1 A complex network with N nodes is said
to realize cluster exponential synchronization, if the N
nodes are split into m sub-networks C1,C2, . . . ,Cm ,
for arbitrary nodes i and j , if and only if there are some
constants M̃k > 0 and μ > 0, such that for any initial

conditions, inequalities E
{
‖x (k)

i (t) − x (k)
j (t)‖2

}
≤

M̃kexp(−μt) hold for t ≥ 0, where i, j ∈{1, 2, . . . , N }
and i �= j, k ∈ {1, 2, . . . ,m}; then, we say that these
error states converge to 0 at an exponential rate.

Lemma 1 [50] Let x and y be arbitrary n-dimensional
real vectors, let K̃ be a positive definite matrix, and
P ∈ �n×n. Then, the followingmatrix inequality holds:

2xT Py ≤ xT P K̃−1PT x + yT K̃ y

3 Main results for the cluster synchronization on
multiple sub-networks of complex networks with
pinning control scheme

In this section, with taking some stochastic distur-
bances and time-varying delays into consideration, we
will establish some cluster synchronization criteria and
propose a pinning control scheme to guarantee the real-
ization of the exponential synchronization on multiple
sub-networks of complex networks.

3.1 The cluster synchronization criteria on multiple
sub-networks of complex networks with
nonidentical nodes

As there are many leaders in each leaders’ sub-network,
in the literature, the average of all the leaders’ states in
a leaders’ sub-network can be regarded as the refer-
ence state, and we aim to analytically prove that all
the node states in each pair of matching sub-networks
can be synchronized to their matching reference state.
Let s̄(k)(t) = 1

Mk

∑wk
j=wk−1+1 s

(k)
j (t) be the average

state of all the leaders in the kth leaders’ sub-network,
and as the fact that H (k) = (h(k)

i j )Mk×Mk is sym-
metric, the sum of each row is zero; thus, we can
easily get that

∑wk
j=wk−1+1

∑wk
i=wk−1+1 h

(k)
j i Γ s(k)

i (t) =
∑wk

i=wk−1+1

∑wk
j=wk−1+1 h

(k)
j i Γ s(k)

i (t) = 0, which is to
say that we have

ds̄(k)(t) = 1

Mk

wk∑

j=wk−1+1

{[
Aks

(k)
j (t)+ fk

(
t, s(k)

j , s(k)
jτt

)]
dt

+ δ(t, s(k)
j (t), s(k)

j (t − τt ))dω
}

(4)

Let e(sk)
j (t) = s(k)

j (t) − s̄(k)(t) and e(k)
i (t) = x (k)

i (t) −
s̄(k)(t) represent the error states from the leaders in the
kth leaders’ sub-network and the nodes in the kth fol-
lowers’ sub-network to the average state of all the lead-
ers in the kth leaders’ sub-network, respectively, where
j = wk−1 + 1, . . . , wk; i = rk−1 + 1, . . . , rk; k =
1, 2, . . . ,m. Subtracting (3) from (4) yields the fol-
lowing error dynamical network:

de(sk)
i (t) =

⎧
⎨

⎩
Aks

(k)
i (t) + fk

(
t, s(k)

i , s(k)
iτt

)

+ ck

wk∑

j=wk−1+1

h(k)
i j Γ s(k)

j (t)

− 1

Mk

wk∑

j=wk−1+1

[
Aks

(k)
j (t) + fk

(
t, s(k)

j , s(k)
jτt

)]
⎫
⎬

⎭
dt

+
⎡

⎣δ
(
t, s(k)

i , s(k)
iτt

)
− 1

Mk

wk∑

j=wk−1+1

δ
(
t, s(k)

j , s(k)
jτt

)
⎤

⎦ dω

i = wk−1 + 1, wk−1 + 2, . . . , wk (5)

Next, two theorems are established to derive the clus-
ter synchronization criteria for all of the leaders’ sub-
networks (3) and the followers’ sub-networks (2),
respectively.
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Theorem 1 Suppose that (A1)–(A4) hold, for given

positive scalars μ, ε,
�

l k , the leaders in the kth lead-
ers’ sub-network are cluster exponential synchronized
to their average state if there exists a symmetric and
positive definite matrix R(k) ∈ �n×n, such that the fol-
lowing inequalities hold:

Σ
(k)
1 = �(k) + ckλ2

(
H (k)

)
IMk + 2P(k)

+
[μ

2
+ �

l kexp(μτt )λmax

(
R(k)

)]
IMk < 0

Σ
(k)
3 = Λ(k) + 2Q(k) − �

l k(1−ε)λmin

(
R(k)

)
IMk <0

(6)

where �(k) = diag{α(k)
wk−1+1, . . . , α

(k)
wk }, P(k) =

max{pi |i = wk−1 + 1, . . . , wk} IMk , Λ(k) = diag

{β(k)
wk−1+1, . . . , β

(k)
wk }, Q(k) = max{qi |i = wk−1

+1, . . . , wk }IMk . In addition, λ2(H (k)) represents the
second largest eigenvalue of thematrix H (k), and it sat-
isfies the condition thatλ2(H (k)) = maxxT 1Mk=0,x �=0Mk

xT H (k)x/xT x [51]. Moreover, k = 1, 2, . . . ,m.

Proof Consider the Lyapunov functional candidate for
the error system (5)

Vk
(
t, e(sk)(t)

)
= 1

2

wk∑

i=wk−1+1

e(sk)T
i (t)e(sk)

i (t)exp(μt)

+ �

l k

wk∑

i=wk−1+1

t∫

t−τt

e(sk)T
i (s)R(k)e(sk)

i (s)

× exp(μ(s + τt ))ds (7)

According to Itô’s formula and stochastic differential
equation theory [52], we take the stochastic differential
dVk(t, e(sk)(t)) along the trajectories of (5), which can
be described as

dVk(t, e
(sk)(t)) = LVk

(
t, e(sk)(t)

)
dt

+
wk∑

i=wk−1+1

e(sk)T
i (t)X (k)

i exp(μt)dω (8)

where X (k)
i =δ(t, s(k)

i , s(k)
iτt

)− 1
Mk

∑wk
j=wk−1+1 δ(t, s(k)

j ,

s(k)
jτt

). For convenience, we may as well let LVk(t, e(sk)(t))

= LV ′
k(t, e

(sk)(t))exp(μt); then, we have

LV ′
k(t, e

(sk)(t)) =
wk∑

i=wk−1+1

e(sk)T
i (t)Ake

(sk)
i (t)

+
wk∑

i=wk−1+1

e(sk)T
i (t)

[
fk

(
t, s(k)

i , s(k)
iτt

)

− fk
(
t, s̄(k), s̄(k)

τt

)]

+ ck

wk∑

i=wk−1+1

e(sk)T
i (t)

wk∑

j=wk−1+1

h(k)
i j Γ e(sk)

j (t)

− 1

Mk

wk∑

i, j=wk−1+1

e(sk)T
i (t)

[
fk

(
t, s(k)

j , s(k)
jτt

)

− fk
(
t, s̄(k), s̄(k)

τt

)]

+ 1

2

wk∑

i=wk−1+1

trace
(
X (k)T
i X (k)

i

)

+ μ

2

wk∑

i=wk−1+1

e(sk)T
i (t)e(sk)

i (t)

+ �

l k

wk∑

i=wk−1+1

e(sk)T
i (t)R(k)e(sk)

i (t)exp(μτt )

− �

l k

wk∑

i=wk−1+1

(1 − τ̇t )e
(sk)T
iτt

R(k)e(sk)
iτt

(9)

In view of A3, we can easily get

1

2

wk∑

i=wk−1+1

trace
(
X (k)T
i X (k)

i

)

≤ 1

2Mk

wk∑

i=wk−1+1

wk∑

j=wk−1+1

pi
∥
∥
∥s

(k)
i (t) − s(k)

j (t)
∥
∥
∥

2

+ 1

2Mk

wk∑

i=wk−1+1

wk∑

j=wk−1+1

qi
∥
∥
∥s

(k)
iτt

− s(k)
jτt

∥
∥
∥

2

≤ 1

Mk

wk∑

i=wk−1+1

wk∑

j=wk−1+1

pi

(∥
∥
∥e

(sk)
i (t)

∥
∥
∥

2 +
∥
∥
∥e

(sk)
j (t)

∥
∥
∥

2
)

+ 1

Mk

wk∑

i=wk−1+1

wk∑

j=wk−1+1

qi

(∥
∥
∥e

(sk)
iτt

∥
∥
∥

2 +
∥
∥
∥e

(sk)
jτt

∥
∥
∥

2
)
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≤
wk∑

i=wk−1+1

(

2p(k)
∥
∥
∥e

(sk)
i (t)

∥
∥
∥

2 + 2q(k)
∥
∥
∥e

(sk)
iτt

∥
∥
∥

2
)

(10)

where p(k) = max{pi |i = wk−1 + 1, . . . , wk } and
q(k) = max{qi |i = wk−1 + 1, . . . , wk }. Using the
(A1)–(A4), and with the help of the inequality (10),
the Eq. (9) can be described as

LV ′
k

(
t, e(sk)(t)

)
≤

wk∑

i=wk−1+1

e(sk)Ti (t)Ake
(sk)
i (t)

+
wk∑

i=wk−1+1

[
α

(k)
i e(sk)Ti (t)e(sk)i (t) + β

(k)
i e(sk)Tiτt

e(sk)iτt

]

+ ck

wk∑

i=wk−1+1

e(sk)Ti (t)
wk∑

j=wk−1+1

h(k)
i j Γ e(sk)j (t)

+
wk∑

i=wk−1+1

[
2p(k)e(sk)Ti (t)e(sk)i (t)+2q(k)e(sk)Tiτt

e(sk)iτt

]

+ μ

2

wk∑

i=wk−1+1

e(sk)Ti (t)e(sk)i (t)

+ �

l k

wk∑

i=wk−1+1

e(sk)Ti (t)R(k)e(sk)i (t)exp(μτt )

− �

l k

wk∑

i=wk−1+1

(1 − ε)e(sk)Tiτt
R(k)e(sk)iτt

= e(sk)T (t)
(
IMk ⊗ Ak + �(k) ⊗ In

)
e(sk)(t)

+ e(sk)Tτt

(
Λ(k) ⊗ In + 2Q(k) ⊗ In

)
e(sk)τt

+ cke
(sk)T (t)

(
H (k) ⊗ Γ

)
e(sk)(t)

+ e(sk)T (t)
(

2P(k) ⊗ In + μ

2
IMk ⊗ In

)
e(sk)(t)

+ e(sk)T (t)
[

�

l kexp(μτt )
(
IMk ⊗ R(k)

)]
e(sk)(t)

− e(sk)Tτt

[
�

l k(1 − ε)
(
IMk ⊗ R(k)

)]
e(sk)τt

≤ e(sk)T (t)
{[

�(k) + ckλ2

(
H (k)

)
IMk + 2P(k)

+ μ

2
IMk + �

l kexp(μτt )λmax(R(k))IMk

]
⊗ In

}
e(sk)(t)

+ e(sk)Tτt

{[
Λ(k) + 2Q(k)

− �

l k(1 − ε)λmin(R(k))IMk

]
⊗ In

}
e(sk)τt (11)

where e(sk) = (e(sk)T
wk−1+1, . . . , e

(sk)T
wk )T , �(k) = diag

{α(k)
wk−1+1, . . . , α

(k)
wk }, Λ(k) = diag{β(k)

wk−1+1, . . . , β
(k)
wk },

P(k) = p(k) IMk , Q(k) = q(k) IMk , and R(k) is symmet-

ric and positive definite. Let ζ (k)(t) =
(
e(sk)T (t) e(sk)T

τt

)T
and

Ω(k) =
⎡

⎣
Σ

(k)
1 Σ

(k)
2

Σ
(k)T
2 Σ

(k)
3

⎤

⎦ (12)

where Σ
(k)
1 = [�(k) + ckλ2(H (k))IMk + 2P(k) +

μ
2 IMk + �

l kexp(μτt )λmax(R(k))IMk ] ⊗ In < 0, Σ
(k)
3 =

[Λ(k) + 2Q(k) − �

l k(1 − ε)λmin(R(k))IMk ] ⊗ In < 0,

and Σ
(k)
2 = Σ

(k)T
2 = 0. Therefore, we have Ω(k) < 0.

Taking the mathematical expectation on both sides of
(8) and considering (11), we have

dE
{
Vk(t, e(sk)(t))

}

dt
≤ E

{
ζ (k)T (t)Ω(k)ζ (k)(t)

}

× exp(μt) (13)

Note from (12) that Ω(k) < 0, then, one can further
deduce that

dE
{
Vk(t, e(sk)(t))

}

dt

≤ −λmin(−Ω(k))E

{∥
∥
∥e(sk)(t)

∥
∥
∥

2
}

exp(μt) (14)

It follows from (14) that E
{
Vk(t, e(sk))

}

≤ E
{
Vk(0, e(sk)

0 )
}
(t ≥ 0), which implies

E

{∥
∥
∥e(sk)(t)

∥
∥
∥

2
}

≤ 2E
{
Vk

(
t, e(sk)(t)

)}
exp(−μt)

≤ 2E
{
Vk

(
0, e(sk)

0

)}
exp(−μt) (15)

Obviously, it can be easily found that there is a pos-
itive scalar M̃k , such that 2Vk(0, e(sk)

0 ) ≤ M̃k , which

is to say, we have E
{∥
∥e(sk)(t)

∥
∥2

}
≤ M̃kexp(−μt).

Thus, all the leaders in the kth leaders’ sub-network
are exponentially synchronized to their matching ref-
erence state, where k = 1, 2, . . . ,m, this completes the
proof. �

The dynamics of the reference states satisfy

ds̄(k)(t) =
[
Aks̄

(k)(t) + fk
(
t, s̄(k)(t), s̄(k)(t − τt )

)]
dt

+ δ
(
t, s̄(k)(t), s̄(k)(t − τt )

)
dω,

k = 1, 2, . . . ,m (16)

Since e(k)
i (t) = x (k)

i (t) − s̄(k)(t), k = 1, 2, . . . ,m,

and let ei (t) =
{
e(1)
i (t), ϕi = 1

e(k)
i−Nk−1

(t), ϕi = k, k �= 1
, one can
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Cluster synchronization on multiple sub-networks of complex networks 1087

have the following error system between the nodes in
a followers’ sub-network and their matching reference
state:

de(k)
i (t) =

⎡

⎣Ake
(k)
i (t) + fk

(
t, x (k)

i , x (k)
iτt

)

− fk
(
t, s̄(k), s̄(k)

τt

)

+ ck

N∑

j=1

g(k)
i j Γ e j (t) + u(k)

i (t)

⎤

⎦ dt

+
[
δ
(
t, x (k)

i , x (k)
iτt

)
− δ

(
t, s̄(k), s̄(k)

τt

)]
dω

i = rk−1 + 1, rk−1 + 2, . . . , rk (17)

Theorem 2 Let assumptions (A1)–(A4) hold, and the
controller u(k)

i (t) is given by

u(k)
i (t) = −ck

wk∑

j=wk−1+1

d(k)
i j Γ

(
x (k)
i (t) − s(k)

j (t)
)

(18)

where all the control gains d(k)
i j > 0 and i = rk−1 +

1, . . . , lk; k = 1, 2, . . . ,m. Then, the controlled net-
work (2) is exponentially synchronized if there exists a
symmetric and positive definite matrix R̃ ∈ �n×n, and
the following conditions are satisfied:

Σ̃1 = �̃ + C̃G − C̃ D + 1

2
P̃ + μ

2
IN

+ l̃exp(μτt )λmax(R̃)IN < 0

Σ̃3 = Λ̃ + 1

2
Q̃ − l̃(1 − ε)λmin(R̃)IN < 0 (19)

where μ, ε, l̃ > 0, �̃(k) = diag{α(k)
rk−1+1, . . . , α

(k)
rk },

Λ̃(k) = diag{β(k)
rk−1+1, . . . , β

(k)
rk }, P̃(k) = diag{p(k)

rk−1+1,

. . . , p(k)
rk }, Q̃(k) = diag{q(k)

rk−1+1, . . . , q
(k)
rk }, �̃ =

diag{�̃(1), . . . , �̃(m)}, Λ̃ = diag{Λ̃(1), . . . , Λ̃(m)},
P̃=diag{P̃(1), . . . , P̃(m)}, Q̃=diag{Q̃(1), . . . , Q̃(m)},
D = diag

{
D(1), . . . , D(m)

}
, and C̃ = diag{c1 IN1 ,

. . . , cm INm }, where D(k) = diag

{
∑wk

j=wk−1+1
d(k)
rk−1+1, j , . . . ,

∑wk

j=wk−1+1
d(k)
lk , j

︸ ︷︷ ︸
lk

,

0, . . . , 0
︸ ︷︷ ︸
Nk−lk

}.

Proof Since e(sk)
j (t) are independent of e(k)

i (t), where
j = wk−1 + 1, . . . , wk; i = rk−1 + 1, . . . , rk and k =

1, 2, . . . ,m, the synchronization of all the nodes in the
leaders’ sub-network (3) has been established; then,
we consider the Lyapunov functional candidate for the
error system (17)

V (t, e(t)) = 1

2

m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)e(k)

i (t)exp(μt)

+ l̃
m∑

k=1

rk∑

i=rk−1+1

t∫

t−τt

e(k)T
i (s)R̃e(k)

i (s)

× exp(μ(s + τt ))ds (20)

Based on the stochastic differential equation theory
[52], and taking the stochastic differential dV (t, e(t))
along the trajectories of (17), we have

dV (t, e(t)) = LV (t, e(t))dt

+
m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)Y (k)

i exp(μt)dω (21)

where Y (k)
i = δ(t, x (k)

i , x (k)
iτt

) − δ(t, s̄(k), s̄(k)
τt ).

For convenience, we may as well let LV (t, e(t)) =
LV ′(t, e(t))exp(μt), and where

LV ′(t, e(t)) =
m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)Ake

(k)
i (t)

+
m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)

[
fk

(
t, x (k)

i , x (k)
iτt

)

− fk
(
t, s̄(k), s̄(k)

τt

)]

+
m∑

k=1

ck

rk∑

i=rk−1+1

e(k)T
i (t)

N∑

j=1

g(k)
i j Γ e j (t)

−
m∑

k=1

ck

lk∑

i=rk−1+1

e(k)T
i (t)

wk∑

j=wk−1+1

d(k)
i j Γ e(k)

i (t)

+ 1

2

m∑

k=1

rk∑

i=rk−1+1

trace
(
Y (k)T
i Y (k)

i

)

+ μ

2

m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)e(k)

i (t)

+ l̃
m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)R̃exp(μτt )e

(k)
i (t)

− l̃
m∑

k=1

rk∑

i=rk−1+1

(1 − τ̇t )e
(k)T
iτt

R̃e(k)
iτt

(22)
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In view of (A1)–(A4), one can obtain

LV ′(t, e(t)) ≤
m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)Ake

(k)
i (t)

+
m∑

k=1

rk∑

i=rk−1+1

[
α

(k)
i e(k)T

i (t)e(k)
i (t) + β

(k)
i e(k)T

iτt
e(k)
iτt

]

+
m∑

k=1

ck

rk∑

i=rk−1+1

e(k)T
i (t)

N∑

j=1

g(k)
i j Γ e j (t)

−
m∑

k=1

ck

lk∑

i=rk−1+1

e(k)T
i (t)

wk∑

j=wk−1+1

d(k)
i j Γ e(k)

i (t)

+ 1

2

m∑

k=1

rk∑

i=rk−1+1

[
p(k)
i e(k)T

i (t)e(k)
i (t) + q(k)

i e(k)T
iτt

e(k)
iτt

]

+ μ

2

m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)e(k)

i (t)

+ l̃
m∑

k=1

rk∑

i=rk−1+1

e(k)T
i (t)R̃exp(μτt )e

(k)
i (t)

− l̃
m∑

k=1

rk∑

i=rk−1+1

(1 − ε)e(k)T
iτt

R̃e(k)
iτt

(23)

Let e(k)(t) =
(
e(k)T
rk−1+1(t) . . . e(k)T

rk (t)
)T

, it follows

that

LV ′(t, e(t)) ≤
m∑

k=1

e(k)T (t)
(
INk ⊗ Ak

+ �̃(k) ⊗ In
)
e(k)(t)

+
m∑

k=1

e(k)T
τt

(
Λ̃k ⊗ In

)
e(k)
τt

+
m∑

k=1

cke
(k)T (t)

(
G(k) ⊗ Γ

)
e(t)

−
m∑

k=1

cke
(k)T (t)

(
D(k) ⊗ Γ

)
e(k)(t)

+
m∑

k=1

e(k)T
τt

(
1

2
Q̃(k) ⊗ In

)

e(k)
τt

+ μ

2

m∑

k=1

e(k)T (t)e(k)(t)

+
m∑

k=1

e(k)T (t)

[
1

2
P̃(k) ⊗ In

+ l̃exp(μτt )INk ⊗ R̃
]
e(k)(t)

−
m∑

k=1

e(k)T
τt

[
l̃(1 − ε)INk ⊗ R̃

]
e(k)
τt

(24)

where �̃(k) = diag{α(k)
rk−1+1, . . . , α

(k)
rk }, Λ̃(k) = diag

{β(k)
rk−1+1, . . . , β

(k)
rk }, P̃(k) = diag{p(k)

rk−1+1, . . . , p
(k)
rk },

Q̃(k) = diag{q(k)
rk−1+1, . . . , q

(k)
rk }, and k = 1, 2, . . . ,m.

D(k) = diag

{
∑wk

j=wk−1+1
d(k)
rk−1+1, j , . . . ,

∑wk

j=wk−1+1
d(k)
lk , j

︸ ︷︷ ︸
lk

,

0, . . . , 0
︸ ︷︷ ︸
Nk−lk

}, and
∑wk

j=wk−1+1 d
(k)
i j is the total weights of

the i th node in the kth followers’ sub-network receiving
from the leaders in the kth leaders’ sub-network. With-
out loss of generality, let e(t) = (

eT1 (t) . . . eTN (t)
)T =

(
e(1)T (t) . . . e(m)T (t)

)T
, eτt =

(
e(1)T
τt · · · e(m)T

τt

)T
,

and A = diag{IN1 ⊗ A1, . . . , INm ⊗ Am}, �̃ =
diag{�̃(1), . . . , �̃(m)}, Λ̃ = diag{Λ̃(1), . . . , Λ̃(m)},
D=diag{D(1), . . . , D(m)}, P̃=diag{P̃(1), . . . , P̃(m)},
Q̃ = diag{Q̃(1), . . . , Q̃(m)}, C̃ = diag

{
c1 IN1 , . . . ,

cm INm

}
. Then, inequality (24) can be written as

LV ′(t, e(t)) ≤ eT (t)Ae(t) + eT (t)(�̃ ⊗ In)e(t)

+ eTτt

(
Λ̃ ⊗ In

)
eτt + eT (t)

(
C̃G ⊗ Γ

)
e(t)

− eT (t)
(
C̃ D ⊗ Γ

)
e(t) + 1

2
eT (t)

(
P̃ ⊗ In

)
e(t)

+ 1

2
eTτt

(
Q̃ ⊗ In

)
eτt + eT (t)

(μ

2
IN ⊗ In

)
e(t)

+ eT (t)
[
l̃exp(μτt )IN ⊗ R̃

]
e(t)

− eTτt

[
l̃(1 − ε)IN ⊗ R̃

]
eτt

≤ eT (t)

[(

�̃ + C̃G − C̃ D + 1

2
P̃ + μ

2
IN

+ l̃exp(μτt )λmax(R̃)IN
)

⊗ Γ
]
e(t)

+ eTτt

[(

Λ̃+ 1

2
Q̃ − l̃(1 − ε)λmin(R̃)IN

)

⊗ In

]

eτt

= ζ T Ω̃ζ (25)

where ζ(t) = [
eT (t) eTτt

]T
, and Ω̃ =

[
Σ̃1 Σ̃2

Σ̃T
2 Σ̃3

]

is

symmetric and negative definite, in which Σ̃1 = [�̃ +
C̃G − C̃ D + 1

2 P̃ + μ
2 IN + l̃exp(μτt )λmax(R̃)IN ] ⊗

Γ < 0, Σ̃2 = Σ̃T
2 = 0 and Σ̃3 = [Λ̃ + 1

2 Q̃ − l̃(1 −
ε)λmin(R̃)IN ] ⊗ In < 0. That is to say, we can easily
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get that Ω̃ < 0. The rest procedure of the proof is the
same as that of in Theorem 1; hence, we omit it here.
This completes the proof. �


From the conditions (6) in Theorem 1 and (19) in
Theorem 2, it is easy to observe that the networks
(2) and (3) are exponentially synchronized under the
given linear feedback pinning controller (18), where
k = 1, 2, . . . ,m.

Remark 2 Theorems 1 and 2 are very intuitive, from
the first formula in the conditions (6) and (19), we
can see that the larger the coupling strength is, the
easier these conditions are satisfied. In particular, if
M ≡ 1 and m = 1, then the present framework is the
original pinning synchronization of complex networks
with identical node; if Mk ≡ 1 and k = 1, 2, . . . ,m,
then it becomes the traditional cluster synchronization
of complex networks with nonidentical nodes via pin-
ning control. The advantages of the proposed network
model and pinning control scheme can be summarized
as follows: (1) based on the leader–follower model, an
improved network model is presented, which is much
more realistic than most of the previous network mod-
els even the network model proposed recently in [42]. In
the improved network model, the complex networks are
composed of multiple pairs of matching sub-networks,
and the nodes in each pair of matching sub-networks
are assumed to be identical, while the ones belonging to
different pairs of unmatched sub-networks are assumed
to be nonidentical. This is superior to the assumption of
all nodes with identical node dynamics in the whole net-
work [42], and the network structure in Ref. [42] cannot
be directly applied to the complex networks with non-
identical nodes; (2) there are many leaders in each lead-
ers’ sub-network, from which the pinned nodes in the
matching followers’ sub-network can receive the infor-
mation, and the average state of all the leaders in each
leaders’ sub-network is regarded as the reference state,
instead of a homogeneous state; (3) in the process of
information transmission, the leaders or followers can
all communicate with each other in a sub-network, but
only the pinned nodes can communicate with the others
belonging to different followers’ sub-networks; in addi-
tion, the pinned nodes in a followers’ sub-network can
receive the information from their leaders in the match-
ing leaders’ sub-network but not vice versa; and (4) the
improved framework for pinning cluster synchroniza-
tion on multiple sub-networks of complex networks is
testified to have good robustness to the influence of

stochastic factors and deliberate attacks. For example,
even if some leaders or followers in a sub-network are
attacked, the other sub-networks can reach cluster syn-
chronization well; furthermore, most of the nodes in
the attacked sub-network or even the whole attacked
sub-network can still achieve cluster synchronization.

Remark 3 The theoretical coupling strengths given in
(6) and (19) are conservative, which are usually much
larger than the needed values. In fact, it is desirable
to make the coupling strength as small as possible, so
suitable adaptive technique can be adopted to achieve
this goal, which will be one part of our next work.

Remark 4 The proposed network structure model is
much closer to the reality, which can be widely exist
in social networks, such as enterprise management net-
works and the teaching networks between the teachers
and the students.

3.2 The pinning control scheme for the cluster
synchronization on multiple sub-networks
of complex networks

In Sect. 3.1, some cluster synchronization criteria on
multiple sub-networks of complex networks have been
proposed, and it is known to us that the pinning con-
trollers are applied on just a small fraction of nodes
in each followers’ sub-network; next, we will make a
brief analysis to the condition (19) in Theorem 2. Let
L = 1

2 P̃ + μ
2 IN + l̃exp(μτt )λmax(R̃)IN be a diago-

nal matrix, C = {1, . . . , r1, r1 + 1, . . . , r2, . . . , N } be
a node set, which consists of all the followers nodes,
χ = {1, . . . , l1, r1 + 1, . . . , l2, . . . , lm} be a pinned
node set, which is composed of all the pinned nodes in
the global followers’ network, and α0 = max{α(ϕi )

i },
α̃0 = max{α(ϕ j )

j }, p0 = max{p(ϕi )
i }, p̃0 = max{p(ϕ j )

j },
where i ∈ χ and j ∈ C − χ . Then, we have

Σ∗ = ψ(Σ1)

= �̃∗ + (C̃G)∗ − (C̃ D)∗ + L∗ =
(
Â − D̂ B̂
B̂T Ĉ

)

(26)

where ψ is a suitable matrix transformation, such that
the pinned nodes in a followers’ sub-network fol-
low the other pinned nodes from the other ones in
sequence, and the superscript “*” represents the cor-
responding matrix after transformation. As the fact
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that all the elements of the matrix B̂ are positive, it

is easy to know that
(
B̂T Ĉ

)
is a ζ -row-sum matrix

when ck(k = 1, 2, . . . ,m) are assumed to be the same,
where ζ = α̃0 + p̃0

2 + μ
2 + l̃exp(μτt )λmax(R̃). There-

fore, if there are more connections in B̂, the matrix Ĉ
will more likely to be a negative definite, which means
that the nodes with large degrees should be controlled
since these nodes can affect many connected nodes.
On the other hand, according to (26) and the fact that
the main diagonal elements of a negative definite sym-
metric matrix are all negative, we can easily get the
following inequalities:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Σ
∗(k)
i i = α

(k)
i + ckg

(k)
i i − ck

wk∑

j=wk−1+1
d(k)
i j + 1

2 p
(k)
i

+ μ
2 +l̃exp(μτt )λmax(R̃)<0, i = rk−1 + 1, . . . , lk

Σ
∗(k)
i i = α

(k)
i + ckg

(k)
i i + 1

2 p
(k)
i + μ

2

+ l̃exp(μτt )λmax(R̃) < 0, i = lk + 1, . . . , rk
(27)

In view of g(k)
i i < 0 and the fact that Deg(i)(k) = −g(k)

i i ,
where k = 1, . . . ,m, we can get that the nodes with low
degrees should be controlled from (27), which is very
consistent with the common intuition that the nodes
with very low degrees can receive little information
from other nodes.

As for the selection on the number of the pinned
nodes, from the above analysis, we can get that
all the pinned nodes in each followers’ sub-network
should satisfy the condition ζ I[χ ] + (C̃G)∗[χ ] < 0,

where (C̃G)∗[χ ](or I[χ ]) represents the minor matrix of

(C̃G)∗(or IN ) by removing its first [χ ] row–column
pairs, and [χ ] ∈ � denotes the number of elements in
the node set χ . Furthermore, as the fact that (C̃G)∗[χ ] ≤
λmax(C̃G)∗[χ ] I[χ ], we have λmax[ζ IN + (C̃G)∗][χ ] ≤
ζ + cmaxλmax(G∗[χ ]). In order to satisfy the condi-

tion [ζ IN + (C̃G)∗][χ ] < 0, where (G)∗[χ ] is a sym-
metric matrix with all the diagonal elements being
negative, we only need to check the condition ζ +
cmaxλmax(G∗[χ ]) < 0 to determine the least number of
the pinned nodes in each sub-network. The selection
process for the pinned nodes can be simply stated as
follows:

(1) Rearrange the nodes according to their degrees
from high to low in each followers’ sub-network;

(2) According to the condition ζ + cmaxλmax(G∗[χ ]) <

0, we can get the least number of the nodes that
need to be pinned in each followers’ sub-network;

(3) The selection for the pinned nodes is from both the
left and the right to the middle in turn at the same
time, and the selection of priority for the nodes on
the relative position depends on the specific net-
work structure. If the degrees of the nodes are the
same, we select these nodes in sequence.

Remark 5 The matrix B̂ is positive definite because
in our network model, only the pinned nodes can
communicate with the other ones belonging to dif-
ferent followers’ sub-networks, and the connections
between these pinned nodes in different followers’ sub-
networks are all transferred to the matrix Â after suit-
able matrix transformation. According to the defini-
tion of the matrix G and the matrix transformation ψ ,
we can easily get to know that all of the connections
between the pinned nodes and the un-pinned nodes are
transformed to the matrix B̂ or B̂T , and the connec-
tions between the un-pinned nodes are all transformed
to the matrix Ĉ . Therefore, all of the elements in B̂
are nonnegative, and all the non-diagonal elements in
Ĉ are nonnegative but the diagonal elements of Ĉ are
negative.

4 Robustness analysis of the cluster
synchronization on multiple sub-networks
of complex networks via pinning scheme

As is known to all, most of the previous works on the
cluster synchronization with pinning scheme are hav-
ing all the nodes synchronized to a virtual node in each
sub-network, from which all the nodes in the match-
ing sub-network can receive the information. A serious
drawback for these schemes is that the network is frag-
ile to the deliberate attacks, where the attack simply
means that some nodes or edges are removed from the
global network. However, in our proposed scheme, the
large-scale complex networks consist of multiple pairs
of matching sub-networks, while each pair of matching
sub-networks can perform well independently even if
there are some connections of the nodes belonging to
different sub-networks. Therefore, if the edges or the
nodes in a pair of matching sub-networks are removed,
the cluster synchronization in the other pairs of match-
ing sub-networks can be proceeded well. As for the
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attacked sub-network, one only needs to check whether
the conditions proposed are satisfied or not. This is
superior to the previous literature that, if the sole vir-
tual leader or even one node in the global network is
attacked, the whole network can be in a mess and can-
not reach synchronization anymore, while this problem
can be solved well by the method proposed in this paper.

In general, the nodes in large-scale complex net-
works can be divided into three categories: the leaders,
the pinned nodes and un-pinned node, so the attack
can be made on these three kinds of nodes. For the
attack on the leaders, this is very important for the
current framework. In this improved framework, there
are many leaders in each leaders’ sub-networks, which
means that the proposed scheme in this paper provides
more opportunities for the leaders to transmit infor-
mation. Though the kth sub-network may not reach
cluster synchronization if the condition (6) is not satis-
fied under the attack, the synchronization of the nodes
in the other sub-networks can still be reached, which is
very superior to the original pinning framework that the
synchronization must not be achieved under the attack
on the sole virtual leader. Furthermore, it is desirable to
design some suitable protocols such that the conditions
in Theorem 1 are satisfied if some of the leaders in the
kth leaders’ sub-network are attacked. For the attack
on the pinned nodes and un-pinned nodes, if the pinned
or un-pinned nodes in certain followers’ sub-networks
are attacked and the condition (19) is not satisfied, the
nodes in these attacked followers’ sub-network may not
reach cluster synchronization. However, for the other
sub-networks without attacks, the synchronization of
the nodes can still be reached, which cannot cause
a cascading failure in the global followers’ network.
In short, the proposed framework for pinning cluster
synchronization on multiple sub-networks of complex
networks has good robustness to the deliberate attacks,
which could be very reasonable and useful for practical
applications.

5 Numerical simulations

In this section, some examples are simulated to verify
the theoretical analysis proposed in this paper. Con-
sider a general complex network which consists of three
pairs of different sub-networks, while the dynamical
behavior of the nodes in each pair of matching sub-
networks are the same. Three different dynamical sys-

tems, such as CNN’s neuron system [53], Chua’s cir-
cuit [54], and Liu-Chen system [55], are selected as
the network nodes for these different pairs of matching
sub-networks, respectively.
Case 1The first pair ofmatching sub-networksThe first
pair of matching sub-networks consists of four follow-
ers and three leaders, in which CNN’s neuron system
[53] is taken as the corresponding node dynamics, and
only the first two nodes in the followers’ sub-network
need to be controlled. The 3D CNN’s neuron system
that we considered is described by

dx

dt
= −

⎛

⎝
1 0 0
0 1 0
0 0 1

⎞

⎠

︸ ︷︷ ︸
A1

⎛

⎝
x1

y1

z1

⎞

⎠

︸ ︷︷ ︸
x

+
⎛

⎝
p1g(x1) − sg(y1) − sg(z1)

−sg(x1) + p2g(y1) − rg(z1)

−sg(x1) + rg(y1) + p3g(z1)

⎞

⎠

︸ ︷︷ ︸
f1(x)

(28)

where x = (x1, y1, z1)
T ∈ �3, g(x) = 1

2 (|x + 1| −
|x − 1|), p1 = 1.25, p2 = 1.1, p3 = 1, s = 3.2, r =
4.4. As indicated by Zou and Nossek [53], system (28)
has a double-scrolling chaotic attractor. In view of (A1),
(A2) and Lemma 1, we have

(x − s̄)T ( f1(x) − f1(s̄)) ≤ λmax(B1)(x − s̄)T (x − s̄)

(29)

where B1 =
⎛

⎝
1.25 −3.2 −3.2
−3.2 1.1 −4.4
−3.2 4.4 1

⎞

⎠, and

(x − s̄)T ( f1(t, x, xτt ) − f1(t, s̄, s̄τt ))

≤ 1

2
λmax(B1

T B1)(x − s̄)T (x − s̄)

+ 1

2
λmax(B1

T B1)(xτt − s̄τt )
T (xτt − s̄τt ) (30)

Case 2 The second pair of matching sub-networks The
second pair of matching sub-networks consists of five
followers and three leaders with Chua’s circuit [54] as
the node dynamics, and only the first three nodes in the
followers’ sub-network are in need of being controlled,
where the Chua’s circuit is described in the form by
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⎛

⎝
ẋ2

ẏ2

ż2

⎞

⎠ =
⎛

⎝
a(y2 − g(x2))

x2 − y2 + z2

−by2

⎞

⎠ =
⎛

⎝
−2 0 0
0 −1 0
0 0 −2

⎞

⎠

︸ ︷︷ ︸
A2

⎛

⎝
x2

y2

z2

⎞

⎠

︸ ︷︷ ︸
x

+
⎛

⎝
2x2 + ay2 − ag(x2)

x2 + z2

−by2 + 2z2

⎞

⎠

︸ ︷︷ ︸
f2(x)

(31)

where x = (x2, y2, z2)
T ∈ �3, g(x) = 2

7 x −
3

14 (|x + 1| − |x − 1|), a = 9 and b = 100
7 . As shown

in [54], the dynamical behavior of the Chua’s circuit
is chaotic. In view of (A1), (A2) and Lemma 1, we
have

Fig. 2 States of errors
between the nodes
x (ϕi )
i (i = 1, . . . , 15) and

their matching reference
states s̄(ϕi ) in the global
followers’ network
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(xi − s̄)T [ f2(xi ) − f2(s̄)]

≤ (xi − s̄)T B2(xi − s̄) + 1

7
a(xi − s̄)T (xi − s̄)

≤
(

λmax(B2) + 1

7
a

)

(xi − s̄)T (xi − s̄) (32)

where B2 =
⎛

⎝
2 a 0
1 0 1
0 −b −2

⎞

⎠, and

(xi − s̄)T
[
f2(xiτt ) − f2(s̄τt )

]

≤ (xi − s̄)T B2(xiτt −s̄τt ) + 1

7
a(xi −s̄)T (xiτt − s̄τt )

Fig. 3 States of errors
between the nodes
x (1)
i (i = 1, 2, 3, 4) and their

matching reference state
s̄(1) in the first followers’
sub-network with the attack
to the first pinned node
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≤ p0

2

(

λmax(B2) + 1

7
a

)

(xi − s̄)T (xi − s̄)

+ 1

2p0

(

λmax(B2) + 1

7
a

)

(xiτt − s̄τt )
T (xiτt − s̄τt ),

p0 > 0 (33)

Case 3 The third pair of matching sub-networks The
third pair of matching sub-networks, with Liu-Chen
system [55] as the node dynamics, consists of six fol-
lowers and four leaders, and only the first two nodes in
the followers’ sub-network need to be controlled. The
Liu-Chen system can be described as follows:

Fig. 4 States of errors
between the nodes
x (ϕi )
i (i = 5, . . . , 15) and

their matching reference
states s̄(ϕi ) in the second and
third followers’
sub-network with the attack
to the first pinned node in
the first followers’
sub-network
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⎛

⎝
ẋ1

ẏ1

ż1

⎞

⎠ =
⎛

⎝
a 0 0
0 −b 0
0 0 −c

⎞

⎠

⎛

⎝
x1

y1

z1

⎞

⎠ +
⎛

⎝
−y1z1

x1z1

x1y1

⎞

⎠

=
⎛

⎝
−2 0 0
0 −b 0
0 0 −c

⎞

⎠

︸ ︷︷ ︸
A3

⎛

⎝
x1

y1

z1

⎞

⎠

︸ ︷︷ ︸
x

+
⎛

⎝
(a + 2)x1 − y1z1

x1z1

x1y1

⎞

⎠

︸ ︷︷ ︸
f3(x)

(34)

where a = 0.4, b = 12, c = 5, the Liu-Chen system
behaves four-scroll chaotic [55]. In view of (A1), (A2)
and Lemma 1, we have

(x − s̄)T ( f3(x) − f3(s̄)) = 2.4e1
2 + 2Z1e2e3

≤ 2.4e1
2 + √

Z1e2
2 + √

Z1e3
2 = eT Le (35)

where Z1 is the boundary of the chaotic trajectory on
the direction of x , L = diag{2.4,

√
Z1,

√
Z1}, and

Fig. 5 States of errors
between the nodes
x (1)
i (i = 1, 2, 3, 4) and their

matching reference state
s̄(1) in the first followers’
sub-network with the attack
to the third node (the first
un-pinned node)
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(xi − s̄)T [ f3(xiτt ) − f3(s̄τt )] ≤ (xi − s̄)T L(xiτt − s̄τt )

≤ 1

2
ρ(xi − s̄)T LT L(xi − s̄)

+ 1

2ρ
(xi − s̄τt )

T (xiτ − s̄τt ), ρ > 0 (36)

In the simulation process for the cluster synchro-
nization on three pairs of sub-networks with noniden-
tical node dynamics, we assumed that H (k),G(k)

kk (k =
1, 2, 3) are all fully connected, and the crossover matri-

Fig. 6 States of errors
between the nodes
x (ϕi )
i (i = 5, . . . , 15) and

their matching reference
states s̄(ϕi ) in the second and
third followers’
sub-network with the attack
to the first un-pinned node
in the first followers’
sub-network
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ces can be taken as G(1)
12 =

⎛

⎜
⎜
⎝

1 −1 0 0 0
−1 1 0 0 0
0 0 0 0 0
0 0 0 0 0

⎞

⎟
⎟
⎠,

G(2)
21 = G(1)T

12 , G(1)
13 =

⎛

⎜
⎜
⎝

−1 1 0 0 0 0
1 −1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟
⎟
⎠,

G(2)
23 =

⎛

⎜
⎜
⎜
⎜
⎝

1 −1 0 0 0 0
0 0 0 0 0 0
−1 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

⎞

⎟
⎟
⎟
⎟
⎠

,

G(3)
31 = G(1)T

13 , G(3)
32 = G(2)T

23 . The correspond-
ing initial conditions for the other unknown parame-

Fig. 7 States of errors
between the nodes
x (ϕi )
i (i = 1, . . . , 15) and

their matching reference
states s̄(ϕi ) in the global
followers’ network with the
attack to the first leader in
the first leaders’
sub-network
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ters are selected as c1 = 8, τ1t = et/(6 + 6et ),
d(1)

11 = 3, d(1)
12 = 2, d(1)

13 = 1, d(1)
21 = 2, d(1)

22 =
3, d(1)

23 = 4; c2 = 10, τ2t = et/(5 + 5et ), d(2)
11 =

3, d(2)
12 = 4, d(2)

13 = 5, d(2)
21 = 2, d(2)

22 = 5, d(2)
23 = 8,

d(2)
31 = 3, d(2)

32 = 6, d(2)
33 = 7; c3 = 12, τ3t =

et/(8 + 8et ), d(3)
11 = 2, d(3)

12 = 3, d(3)
13 = 5, d(3)

14 = 2,

d(3)
21 = 3, d(3)

22 = 4, d(3)
23 = 6, d(3)

24 = 5; μ = 1,
l1 = l2 = l3 = l̃ = 1, pϕi

i = qϕi
i = 0.1, and

δ(t, xi , xiτt ) = 0.05(xi − xiτt )(i = 1, 2, . . . , 15). The
states of the errors between the nodes in the kth follow-
ers’ sub-network and the average state of their matching
leaders s̄(k)(t)(k = 1, 2, 3) are shown in Fig. 2. From
the illustration of this figure, one can get that all the
errors between the nodes in the global followers’ net-
work and their average states of the matching leaders
converge to zero very quickly, which is to say that the
realization of the cluster synchronization on multiple
sub-networks of complex networks has good immunity
to the influence of random factors.

On the other hand, cluster synchronization can still
be reached even if some attacks occur in the following
three types of nodes: (1) Attack a pinned node or an un-
pinned node in a followers’ sub-network. When the first
node (a pinned node) or the third node (an un-pinned
node) in the first followers’ sub-network is attacked,
the other nodes in this sub-network can still realize
the cluster synchronization, only the time for the real-
ization of the cluster synchronization becomes a little
longer, which are shown in Figs. 3 and 5, respectively.
The lines that do not tend to 0 represent that the attacked
pinned or un-pinned node does not synchronize to the
average state of their matching leaders. However, as
for the other followers’ sub-networks, there is no obvi-
ous influence on the realization of the cluster synchro-
nization, just as shown in Figs. 4 and 6, respectively.
From these figures, we can easily get that the attack
on a pinned node or an un-pinned node in a followers’
sub-network has no large influence on the realization
of the cluster synchronization for the other un-attacked
nodes. (2) Attack a leader in a leaders’ sub-network.
When the first leader in the first leaders’ sub-network
is attacked, the nodes, no matter in the matching or
unmatched followers’ sub-networks, can still realize
the cluster synchronization in a very short time, just as
shown in Fig. 7. That is to say, the attack on a leader has
no influence on the realization of the cluster synchro-
nization of the nodes in the global followers’ network.

From the illustrations of these figures, one can
get that the theoretical analysis is consistent with
the numerical simulations. The original complex net-
works are divided into multiple pairs of matching sub-
networks, where each pair of matching sub-networks
can perform well independently only with the satisfac-
tion of the conditions (6) and (19), even if the attacks
occur in some pinned nodes, un-pinned nodes or lead-
ers in complex networks. That is to say, the proposed
scheme has good robustness to the deliberate attacks on
the cluster synchronization of multiple sub-networks of
complex networks. Different from recently literature
[42], we not only solve the problem of the cluster syn-
chronization on multiple sub-networks of complex net-
works with nonidentical node dynamics but also con-
sider the influence of stochastic factors. More impor-
tantly, the proposed network structure model is more
realistic, and it may have much more practical applica-
tion in the near future.

6 Conclusions

In this paper, cluster synchronization on multiple
sub-networks of complex networks with nonidentical
nodes, stochastic disturbances and time-varying delays
via pinning control scheme is established, where the
complex networks consist of multiple pairs of matching
sub-networks. In each pair of matching sub-networks,
the nodes can communicate with each other in a sub-
network, and only the pinned nodes in the followers’
sub-networks can receive information from their lead-
ers’ sub-network, but not vice versa. In addition, all of
the pinned nodes belonging to different followers’ sub-
networks can communicate with each other as well.
Some cluster synchronization criteria and a pinning
control scheme for multiple sub-networks of complex
networks are designed, which shows that the nodes with
very large or low degrees are good candidates for apply-
ing pinning controllers. It should be noted that the pro-
posed scheme under this new framework is testified
to have good robustness to the deliberate attacks com-
pared with some traditional pinning schemes applied
to the original framework.

The most prominent place in this paper is that we
introduce an improved network structure model con-
sisting of multiple pairs of matching sub-networks,
where the nodes belonging to different pairs of
unmatched sub-networks are assumed to be noniden-
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tical, to realize the cluster synchronization on multi-
ple sub-networks of complex networks; some random
factors are taken into consideration as well, which is
quite different from the previous pinning schemes and
even the pinning scheme proposed in Ref. [42] recently.
In fact, there are many leaders in each leaders’ sub-
network, from which the pinned nodes in the matching
followers’ sub-network can receive the information,
and the average state of all these leaders is regarded
as the reference state, which provides a certain ability
to resist the deliberate attacks. Apart from this, though
the proposed network structure model in this paper is
simple, it is much more realistic than the original pin-
ning control model and of great interest to investigate
the theoretical analysis and practical applications for
the cluster synchronization on multiple sub-networks
of complex networks. In the future, we will investi-
gate some other works on the network synchronization
of complex networks, such as hybrid control, finite-
time control, the discussion on the influence of network
structure, and some application of the proposed scheme
on all kinds of research fields such as the onset of
epilepsy in the brain, multi-agent systems, and Markov-
ian jump stochastic systems.
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