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Herein, cluster output synchronization for memristive neural networks (MNNs) is investi-
gated using two different control schemes. Existing synchronization models for MNNs
focus on the behavior of a single neuron node in one-cluster networks. However, actual
neural networks (NNs) are clustered organizations consisting of multiple interacting clus-
ters, where the nodes from the same cluster combine and work together. This study pro-
poses a cluster output synchronization model for MNNs, which considers the
combination output behavior of the nodes in NNs clusters. Accordingly, two specific con-
trol schemes are designed: one based on feedback control involves designing a small num-
ber of controllers to reduce control costs, and the other based on adaptive control involves
designing multiple adjustable controllers to increase the anti-interference capacity of the
control system. Meanwhile, to facilitate synchronization in MNNs, a model relationship
between MNNs and traditional NNs is investigated. By utilizing the control schemes, model
relationship, and Lyapunov stability theory, sufficient conditions are obtained for validat-
ing the cluster output synchronization. Finally, several numerical examples are given to
illustrate the accuracy of the theoretical results.

� 2021 Elsevier Inc. All rights reserved.
1. Introduction

Before the memristor was discovered in 1971, through the relationship between charge and magnetic flux, Chua theoret-
ically inferred the existence of a basic circuit component in addition to the resistor, capacitor, and inductor [1]. Thirty-seven
years later, Hewlett–Packard Company successfully validated Chua’s theory by making the first memristive nanometer
device [2]. Subsequently, it has been successfully applied in various fields owing to its excellent characteristics, such as
low power consumption, good scalability, and nonvolatile memory [3–5]. A breakthrough application would be to establish
a memristive neural network model because memristor can accurately mimic real synapsis. Compared to traditional NNs,
MNNs have more complex and richer dynamics behaviors and can better simulate real nervous systems. Thus, many studies
on the dynamics characteristics of MNNs have been published [6–8].

As a type of primary collective behavior, synchronization can be widely observed in many natural environments and com-
plex systems. In recent years, synchronization of complex networks has attracted a lot of research attention due to its appli-
cability to associative memory [9], brain science [10], information encryption [11], combinatorial optimization [12] and so
on. Notably, many studies into the synchronization of MNNs have also been conducted because synchronization behavior is
pivotal to some important NNs functions (e.g., information expression [13] and pattern recognition [14]). In [15], the authors
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explored quasi-synchronization for a class of chaotic MNNs, which were treated as the NNs with indeterminate coefficients,
and a feedback control strategy was employed to realize synchronization. In [16], Li et al. considered the MNNs with param-
eter mismatch and derived some sufficient conditions for lag synchronization by utilizing the Halanay inequality and x-
Measure method. By applying weighted double-integral inequalities and Lyapunov stability theory, Feng et al. studied
asymptotic synchronization for MNNs with mixed delay under quantized intermittent control [17]. More studies could be
found in [18–22] and the references therein.

Synchronization can be divided into various models depending on the characteristics of collective dynamical behaviors:
cluster synchronization, finite-time synchronization, fixed-time synchronization, asymptotic synchronization and output
synchronization. Among them, cluster synchronization is red unique. It can be observed when the ensemble of a network
divides into several portions where the nodes within one portion are synchronous, whereas those from different portions
are not. Because cluster synchronization behavior is common across many natural and science systems [23], and has a wide
range of applications, cluster synchronization of complex networks, including traditional NNs, has been extensively studied
[24–29]. For instance, Zhou et al. applied an adaptive pinning control strategy to handle cluster synchronization problem of
complex networks with diverse dynamics nodes and stochastic disturbances [24]. In [25], the authors simultaneously dealt
with fixed-time and finite-time synchronization for complex networks with interacting clusters in the cases with and with-
out pinning control, and synchronization settling time was estimated by applying theories on finite-time stability. In [26], a
type of traditional NNs with hybrid coupled term and delay was studied and cluster synchronization was achieved by uti-
lizing a matrix-based method. In [27], the authors further researched the main results of [26] and extended early finding to a
type of stochastic delayed NNs. However, cluster synchronization for MNNs has not yet been reported, which remains as an
open challenge.

In accordance with the model structure, current synchronization models for MNNs, such as the ones in [15–17,19–21,
18,22], can almost be sorted into a type of node-to-node synchronization pattern, as illustrated in Fig. 1. The node within
the response system attempts to synchronize with the according node within the drive system via a controller. Such a pat-
tern focuses on the behavior of a single node in a network containing one cluster, while it may be monotonous and insuf-
ficient for NNs study. On the one hand, although it is feasible to control neuron node states for synchronization by applying
neural electrode tools [30], many neuron nodes in NNs are usually present, and successfully controlling each node is unlikely
and difficult. On the other hand, NNs consist of multiple structured clusters, where the nodes belonging to the same cluster
share morphological and functional similarities, and always combine and work together for function implementations
[31,32]. Thus, combination behaviors of neuron nodes within clusters, such as the weighted sum of node states [33], have
a more direct and significant effect on function than single node behavior. For instance, in some NNs studies on information
expression and processing mechanism [34,35], it was demonstrated that accurate and complete information expression in
NNs is based on the weighted sum of node states in populations (i.e., clusters). In contrast, the single node state only presents
limited and rough information. Therefore, to elucidate the synchronization activities of NNs [13,14], it is necessary to con-
sider the combination behavior of neuron nodes in NNs clusters.

Accordingly, this article proposes a cluster output synchronization model for MNNs, as demonstrated in Fig. 2 where the
weighted sums of node states in clusters are expressed as the cluster outputs, and the synchronization is realized between
the outputs of the drive and response systems. The main contributions of this study are summarized below.

1) A cluster output synchronization model for MNNs (and NNs) is presented for the first time. It differs from the existing
node-to-node synchronization models and provides a more practical model structure for MNNs. Moreover, it is more general
since it can be reduced to the node-to-node model in the special case that there exists only one node in each cluster, which
can be observed in Fig. 2.

2) To study synchronization in MNNs, a model relationship between MNNs and traditional NNs is investigated by
employing differential inclusion and measurable function theories.

3) Two specific control schemes are designed for the proposed synchronization model, where one scheme aims to reduce
control costs by designing a small number of fixed feedback controllers, whereas the other is designed to increase the anti-
p p

Fig. 1. Node-to-node synchronization model for MNNs.
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Fig. 2. Cluster output synchronization model for MNNs where wi; i ¼ 1;2; � � � ; zq denote output weights.
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interference capacity in control system using adjustable adaptive controllers. Utilizing the control schemes, model relation-
ship, and Lyapunov stability theory, some sufficient conditions are then obtained to ensure cluster output synchronization.

Notations: Throughout this article, diag(a1; a2; . . . ; an) denotes a diagonal matrix of n-dimension. For a matrix A;AT and A�1

stand for the transpose and the inverse of A, respectively. �k k represents the standard 2-norm of a matrix or vector. Let
e > 0;C �e; 0½ �;Rð Þ stands for the family of continuous functions from �e;0½ � to R. In represents the n-dimensional identity
matrix. 1n denotes the all-one column vector in Rn.

2. Preliminaries

In this article, we consider a directed network with a set of nodes m ¼ 1;2; . . . ;Df g and assume that it can be split into q
nonempty clusters, represented by m1; m2; . . . ; mq which satisfy [q‘¼1m‘ ¼ m. For convenience, let N‘ denote the number of ‘th

cluster m‘ and Z‘ ¼
P‘

J¼1NJ . Then, it is expressible that m‘ ¼ Z‘�1 þ 1; Z‘�1 þ 2; . . . ; Z‘f g, where Z0 ¼ 0. Additionally, for j 2 m‘,
let �j denote the subscript of ‘th cluster, i.e., �j ¼ ‘ if j 2 m‘.

Consider the following MNNs with multiple clusters and time-varying delay, whose dynamic equation can be described
by
_xi tð Þ ¼ �sixi tð Þ þ
XZq
j¼1

wij xi tð Þð Þf�j xj tð Þ
� �þXZq

j¼1
/ij xi tð Þð Þg�j xj t � e�j tð Þ

� �� �
þ Ii; i 2 m‘; ‘ ¼ 1; . . . ; q ð1Þ
where si > 0 represents the self-inhibition, f�j �ð Þ and g�j �ð Þ denote the activation functions in �jth cluster, e�j tð Þ stands for the

transmission delay in �jth cluster and meets 0 < e�j tð Þ 6 e�j, where e�j > 0 is a constant. Ii is the outside input. wij xi tð Þð Þ and
/ij xi tð Þð Þ are the memristive connection weights, and based on the simplified mathematical model of memristor, we can
describe them as follows:
wij xi tð Þð Þ ¼ w
 

ij; xi tð Þj j 6 Ti

w
!

ij; xi tð Þj j > Ti

8<: ð2Þ

/ij xi tð Þð Þ ¼ /
 

ij; xi tð Þj j 6 Ti

/
!

ij; xi tð Þj j > Ti

8<: ð3Þ
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where switching jumps Ti > 0;w
 

ij;w
!

ij;/
 

ij and ~/ij are some constants. The initial values of (1) are denoted as
xi að Þ ¼ Gi að Þ; a 2 �e�i; 0½ �, and Gi að Þ 2 C �e�i;0½ �;Rð Þ; i 2 m‘; ‘ ¼ 1; . . . ; q.

Viewing (1) as drive system, response system that aims to synchronize with (1) is
_yi tð Þ ¼ �siyi tð Þ þ
XZq
j¼1

wij yi tð Þð Þf
j
� yj tð Þ
� �þXZq

j¼1
/ij yi tð Þð Þg

j
� yj t � e

j
� tð Þ

� �� �
þ ui þ Ii; i 2 m‘; ‘ ¼ 1; . . . ; q ð4Þ
where wij yi tð Þð Þ and /ij yi tð Þð Þ are defined similarly to (2) and (3), respectively. ui is the controller to be designed. In general,
the initial values of (4) are different from those of (1) and denoted by yi að Þ ¼ Fi að Þ; a 2 �e�i;0½ � and
Fi að Þ 2 C �e�i;0½ �;Rð Þ; i 2 m‘; ‘ ¼ 1; . . . ; q.

In light of equalities (2) and (3), it is observed that MNNs are a type of discontinuous state-dependent switching system.
Thus, the solutions of the systems (1), (4) will be handled in Filippovs sense. In the following, we give the relevant definition.

Definition 1 [36]. The Filippov set-valued map of g t; xð Þ at x 2 Rn is defined as
G t; xð Þ ¼
\
d>0

\
l Nð Þ¼0

co f B x; @ð Þ n Nð Þ½ �
where co �½ � represents the closure of the convex hull, B x; @ð Þ denotes the ball of center x and radius @, and l Nð Þ denotes the
Lebesgue measure of set N.

Let w�ij ¼min w
 

ij;w
!

ij

� �
;w��ij ¼ max w

!
ij;w
 

ij

� �
;/�ij ¼ min /

 
ij;/
!

ij

� �
;/��ij ¼ max /

 
ij;/
!

ij

� �
;wij ¼

w��ij þw�ij
2 ;Dwij ¼

w��ij �w�ij
2 ;/ij ¼

/��ij þ/�ij
2 ;

D/ij ¼
/��ij �/�ij

2 .
Then, based on Definition 1 and by utilizing differential inclusion and measurable function theories [37], the system (1)

can be rewritten as
_xi tð Þ ¼ �sixi tð Þ þ
XZq
j¼1

wij þ Dwij11ij tð Þ
� �

f�j xj tð Þ
� �þXZq

j¼1
/ij þ D/ij12ij tð Þ
� �

g�j xj t � e�j tð Þ
� �� �

þ Ii; ‘ ¼ 1; . . . ; q:
where 11ij tð Þ 2 co �1;1½ � and 12ij tð Þ 2 co �1;1½ � are measurable functions.
For convenience, denote
@x
i tð Þ ¼

XZq
j¼1

Dwij11ij tð Þf�j xj tð Þ
� �þXZq

j¼1
D/ij12ij tð Þg�j xj t � e�j tð Þ

� �� �

and one has
_xi tð Þ ¼ �sixi tð Þ þ
XZq
j¼1

wijf�j xj tð Þ
� �þXZq

j¼1
/ijg�j xj t � e�j tð Þ

� �� �
þ @x

i tð Þ þ Ii; i 2 m‘; ‘ ¼ 1; . . . ; q: ð5Þ
Analogously, it can be deduced from the system (4) that
_yi tð Þ ¼ �siyi tð Þ þ
XZq
j¼1

wijf�j yj tð Þ
� �þXZq

j¼1
/ijg�j y t � e�j tð Þ

� �� �
þ @y

i tð Þ þ ui þ Ii; i 2 m‘; ‘ ¼ 1; . . . ; q ð6Þ
where @y
i tð Þ ¼PZq

j¼1Dwij13ij tð Þf�j yj tð Þ
� �þPZq

j¼1D/ij14ij tð Þg�j y t � e�j tð Þ
� �� �

, and 13ij tð Þ 2 co �1;1½ � and 14ij tð Þ 2 co �1;1½ � are some mea-

surable functions.

Remark 1. By applying the differential inclusion and measurable selection theories, memristive connection coefficients can
be divided into two portions. Then, we can separate the terms @x

i tð Þ and @y
i tð Þ i 2 m‘; ‘ ¼ 1; . . . ; qð Þ in the systems (5) and (6). It

can be seen from the definitions of @x
i tð Þ and @y

i tð Þ that they reflect the coefficient jumps caused by memristor. The rest

coupling portions including
PZq

j¼1wijf�j xj tð Þ
� �

;
PZq

j¼1/ijg�j xj t � e�j tð Þ
� �� �

;
PZq

j¼1wijf�j yj tð Þ
� �

and
PZq

j¼1/ijg�j yj t � e�j tð Þ
� �� �

i 2 m‘; ‘ ¼ 1; . . . ; qð Þ have constant connection coefficients and are similar to the coupling forms in traditional NNs [38–40].
Thus, some approaches developed in these researches can be utilized to efficiently tackle these portions in the later work.
Such a transformation helps to build a model relationship between traditional NNs and MNNs and is useful for the
synchronization study of MNNs.

The cluster output synchronization problem will be investigated in this article. Thus, the cluster output form of the sys-
tem (5) is given by
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_~x‘ tð Þ ¼ �S‘~x‘ tð Þ þ
Xq
J¼1

W‘J
~f J ~xJ tð Þ
� �þXq

J¼1
U‘J~gJ ~xJ t � eJ tð Þ

� �� �þ ~@x
‘ tð Þ þeI‘;

Xo
‘ tð Þ ¼W ‘~x‘ tð Þ; ‘ ¼ 1; . . . ; q

8><>: ð7Þ
where Xo
‘ tð Þ denotes the output of ‘th cluster in the drive system, W ‘ ¼ wZ‘�1þ1;wZ‘�1þ2; . . . ;wZ‘

� �
is the output weight vector,

and other notations are ~x‘ tð Þ ¼ xZ‘�1þ1; xZ‘�1þ2; . . . ; xZ‘
� �T

; S‘ ¼ diag sZ‘�1þ1; sZ‘�1þ2; . . . ; sZ‘
� �

; W‘J ¼ wij

� �
N‘�NJ

;U‘J ¼
/ij

� �
N‘�NJ

;~f J ~xJ tð Þ
� � ¼ f J xZJ�1

��
þ1 tð ÞÞ; . . . ; f J xZJ tð Þ

� �
ÞT ; ~gJ ~xJ t � eJ tð Þ

� �� � ¼ gJ xZJ�1þ1 t � eJ tð Þ
� �� �

; . . . ; gJ xZJ
��

t � eJ tð Þ
� �ÞÞT ; ~@x

‘ tð Þ ¼

@x
Z‘�1þ1 tð Þ; . . . ; @x

Z‘
tð Þ

� �T
;~I‘ tð Þ ¼ IZ‘�1þ1; . . . ; IZ‘

� �T .
Similarly, the cluster output form of the system (6) can be written as
_~y‘ tð Þ ¼ �S‘~y‘ tð Þ þ
Xq
J¼1

W‘J
~f J ~yJ tð Þ
� �þXq

J¼1
U‘J~gJ ~yJ t � eJ tð Þ

� �� �þ ~@y
‘ tð Þ þ U‘ þeI‘;

Yo
‘ tð Þ ¼W ‘~y‘ tð Þ; ‘ ¼ 1; . . . ; q

8><>: ð8Þ
where Yo
‘ tð Þ is the output of ‘th cluster in the response system, and other notations are defined similarly to those in (7).

Remark 2. Clustered behavior of neuron nodes is crucial for proper NNs functions [41]. In recent years, the cluster
synchronization of traditional NNs have been extensively investigated [26–29]. Compared with traditional NNs, MNNs can
better simulate actual NNs and have wider applicability [3]. Unfortunately, no research on cluster synchronization of MNNs
has been reported. The main difficulty is that MNNs are a type of discontinuous state-dependent switching system, which
can be treated as the model of traditional NNs with uncertain and mismatched coefficients. Therefore, cluster
synchronization with respect to MNNs is more difficult to handle. By building the aforementioned model relationship,
some handling techniques utilized in traditional NNs are referable for our study, and the problem is addressed with relative
ease.

Before obtaining the main results, we introduce some useful assumptions, lemmas, and definitions.
Assumption (H1): For any z1; z2 2 R, there exist some constants l‘ > 0; l�‘ > 0 and d‘ > 0 ‘ ¼ 1; . . . ; qð Þ, such that activation

functions f ‘ �ð Þ and g‘ �ð Þ satisfy

f ‘ �ð Þj j 6 l‘;

g‘ �ð Þj j 6 l�‘ ;

f ‘ z1ð Þ � f ‘ z2ð Þj j 6 d‘ z1 � z2j j:

Assumption (H2): The time delay e‘ tð Þ satisfies 0 < e‘ tð Þ 6 e‘ and _e‘ tð Þ 6 l‘ < 1 ‘ ¼ 1; . . . ; qð Þ, where l‘ > 0; e‘ > 0 are some

constants.

Lemma 1. The linear matrix inequality (LMI)
v ¼ v11 v12

v21 v22

� 	
< 0
is equivalent to any one of the following two conditions:
L1ð Þv11 < 0;v22 � vT
12v�111v12 < 0

L2ð Þv22 < 0;v11 � vT
12v�122v12 < 0
where vT
11 ¼ v11 and vT

22 ¼ v22.
Lemma 2. Given any vectors q; p 2 Rn, the following inequality holds.
2qTp 6 qTqþ pTp:
Definition 2. Drive-response systems (1) and (4) are said to realize cluster output synchronization if for any initial values of
the systems, the following equation holds
lim
t!1

Yo
‘ tð Þ � Xo

‘ tð Þ

 

 ¼ 0
for ‘ ¼ 1;2; . . . ; q.
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Remark 3. Output synchronization for complex networks has been previously studied [42–44]; system output can be
described as Z tð Þ ¼ Hx tð Þ, where H denotes the output matrix. The system output forms indicate similarities in combining
node states via a matrix or vector. However, our study is distinguishing from theirs. First, the dissipation coupling assump-
tion condition (i.e., the sum of each row of coupling configuration matrix is 0), which is crucial for the synchronization of
complex networks, had to be satisfied in these studies. However, this condition is strict for MNNs and does not need to
be satisfied. Thus, the derived results from these studies are inapplicable to this study. Moreover, unlike general dynamic
systems [42–44], MNNs, as a class of more complicated state-dependent switching dynamic systems, are taken into account
in this study, which results in more complexity.
3. Main result

In this section, two control schemes are designed for the proposed synchronization model. In the first one, a feedback
controller is designed for each cluster to reduce control costs. In the second one, multiple adjustable adaptive controllers
are designed for each cluster, which can increase the anti-interference capacity of control system. In practical applications,
two schemes can be flexibly chosen according to specific needs. Then, utilizing the control schemes and Lyapunov stability
theory, some sufficient conditions are derived to ensure cluster output synchronization.

The system error is defined as ~r‘ tð Þ ¼ ~y‘ tð Þ � ~x‘ tð Þ, and subtracting (7) from (8) yields the following error system:
_~r‘ tð Þ ¼ �S‘ ~r‘ tð Þ þ
Xq
J¼1

W‘J f̂ J ~rJ tð Þ
� �þXq

J¼1
U‘J ĝJ ~rJ t � eJ tð Þ

� �� �þ ~P‘ tð Þ þ U‘;

ro
‘ tð Þ ¼W ‘ ~r‘ tð Þ; ‘ ¼ 1; . . . ; q

8><>: ð9Þ
where f̂ J ~rJ tð Þ
� � ¼ ~f J ~xj tð Þ

� �� ~f J ~yj tð Þ
� �

; ĝJ ~eJ t � eJ tð Þ
� �� � ¼ ~gJ ~xJ t � eJ tð Þ

� �� �� ~gJ ~yJ t � eJ tð Þ
� �� �

and ~P‘ tð Þ ¼ ~@y
‘ � ~@x

‘ ¼
PZ‘�1þ1 tð Þ; . . . ;PZ‘ tð Þ� �T .
3.1. The first control scheme

For convenience of the later study, the following notations are introduced. Let v‘ ¼
Pq

J¼1
dJ
d‘
c�J‘

sbm ; t‘ ¼ q

þPq
J¼1
Ps�1

m¼1 csam‘J þ c�‘J
sbm

� �
þ v‘eqe

1�l‘
; o‘ ¼ dJ

d‘
eqe
Pq

J¼1cJ‘
sas ;!‘ ¼ 2

PN‘

i¼1 wz‘�1þi


 

PZq

j¼1 l‘Dwz‘�1þi;j þ l�‘D/z‘�1þi;j
� �

, where d‘; c‘J; c
�
‘J;qare

some positive constants, sP 2 is a integer, am and bm are nonnegative constants and satisfy
Ps

m¼1am ¼
Ps

m¼1bm ¼ 1.
In this scheme, one controller is designed for each cluster. Without loss of generality, assume that the weight wZ‘�1þ1 of

the first node Z‘�1 þ 1 in the cluster m‘ (‘ ¼ 1;2; . . . ; q) is not zero. Then, the controller is added to the first node and designed
as follows
uZ‘�1þ1 tð Þ ¼ �
XN‘

i¼1

wZ‘�1þi
wZ‘�1þ1

kZ‘�1þirZ‘�1þi tð Þ
� þnZ‘�1þisign W ‘ ~r‘ tð Þð Þ�;

uZ‘�1þj tð Þ ¼ 0; j ¼ 2;3; . . . ;N‘

8><>: ð10Þ
where kZ‘�1þi and nZ‘�1þi are control gains to be decided, sign �ð Þ stands for standard sign function.
Note that by a simple calculation, it can be derived from (10) that
W ‘U‘ ¼ �W ‘K‘ ~r‘ tð Þ �W ‘C‘Sgn W ‘ ~r‘ tð Þð Þ ð11Þ
where W ‘¼ wz‘�1þ1;wz‘�1þ2; . . . ;wz‘

� �
;U‘¼ uz‘�1þ1;uz‘�1þ2; . . . ;uz‘

� �T
;K‘¼diag kZ‘�1þ1;kZ‘�1þ2; . . . ;kZ‘

� �
;C‘¼diag nZ‘�1þ1;nZ‘�1þ2; . . . ;nZ‘

� �
and Sgn W ‘ ~r‘ tð Þð Þ¼ sign W ‘ ~r‘ tð Þð Þ �1q.

Theorem 1. Under Assumptions (H1) and (H2), drive system (1) and response system (4) can realize cluster output
synchronization via the control scheme (10), if for some positive constants t‘; o‘;M‘J ;M

�
‘J and !‘ ‘; J ¼ 1;2; . . . ; qð Þ, the control

parameters K‘ and C‘ meet the conditions C1) and C2).

C1): K‘ þ S‘ ¼ h‘IN‘
, where h‘ meets h‘ P 1

s t‘ þ o‘ð Þ; sP 2 is a known integer.

C2): W‘C‘1‘ P !‘ þ
Pq

J¼1 M‘J þM�‘J
� �

.

Proof. Construct the following Lyapunov–Krasovskii function:
V tð Þ ¼
Xq
‘¼1

d‘eqt W ‘ ~r‘ tð Þj js þ eqe

1� l‘

Xq
‘¼1

v‘

Z t

t�e‘ tð Þ
K‘ að Þda
in which K‘ að Þ ¼ d‘eqe‘ W ‘ ~r‘ að Þj js; a P 0. Other notations used in this proof have been defined in the above.
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Taking the upper right derivative of V tð Þ along the error system obtains
DþV tð Þ ¼
Xq
‘¼1

qd‘eqt W ‘ ~r‘ tð Þj js þ sd‘eqt
�

W ‘ ~r‘ tð Þj js�1sign W ‘ ~r‘ tð Þð ÞW ‘D
þ ~r‘ tð Þ

i
þ v‘eqe

1�l‘

Xq
‘¼1

K‘ tð Þ � 1� _e‘ tð Þð ÞK‘ t � e‘ tð Þð Þ½ �

6
Xq
‘¼1

qK‘ tð Þ þ sd‘eqt W ‘ ~r‘ tð Þj js�2W ‘ ~r‘ tð ÞW ‘

h
Dþ ~r‘ tð Þ�

þv‘e
qe
Xq
‘¼1

K‘ tð Þ
1�l‘
�K‘ t � e‘ tð Þð Þ

h i
ð12Þ
where Assumption (H2) has been utilized.

First, we handle the second term in (12): sd‘eqt W ‘ ~r‘ tð Þj js�2W ‘ ~r‘ tð ÞW ‘D
þ ~r‘ tð Þ.

From (11), one can obtain
sd‘eqt W ‘ ~r‘ tð Þj js�2W‘ ~r‘ tð ÞW ‘D
þ ~r‘ tð Þ

¼ sd‘eqt W ‘ ~r‘ tð Þj js�2W‘ ~r‘ tð ÞW ‘ �S‘ ~r‘ tð Þ þ
Xq
J¼1

W‘J f̂ J ~rJ tð Þ
� �þXq

J¼1
U‘J ĝJ ~rJ t � e‘ tð Þð Þ� �þ ~P‘ tð Þ � K‘ ~r‘ tð Þ � C‘Sgn W ‘ ~r‘ tð Þð Þ

" #
ð13Þ
Based on Assumption (H1), one has
W ‘ ~r‘ tð ÞW ‘W‘J f̂ J ~rJ tð Þ
� �

6 2lJ W ‘ ~r‘ tð Þj j W ‘W‘J1NJ




 



6 2lJ W ‘ ~r‘ tð Þj j

XNJ

m¼1

XN‘

n¼1
wnwnm












:
Note that 2lJ
PNJ

m¼1
PN‘

n¼1wnwnm




 


 is a limited constant, and thus there exist some positive constants M‘J and ĉ‘J such that

2lJ
PNJ

m¼1
PN‘

n¼1wnwnm




 


 6 M‘J þ ĉ‘J WJ ~rJ tð Þ


 

, and note that ĉ‘J WJ ~rJ tð Þ



 

 6 c‘J WJ ~rJ tð Þ


 

 where c‘J ¼max ĉ‘J; ĉJ‘

� �
.

Thus, we have
W ‘ ~r‘ tð ÞW ‘W‘J f̂ J ~rJ tð Þ
� �

6 M‘J W ‘ ~r‘ tð Þj j þ c‘J W ‘ ~r‘ tð Þj j WJ ~rJ tð Þ


 

: ð14Þ
Similarly, based on Assumption (H1), there exist positive constants M�‘J and c�‘J such that
W ‘ ~r‘ tð ÞW ‘U‘J ĝJ ~rJ t � e‘ tð Þð Þ� �
6 2l�J W ‘ ~r‘ tð Þj j W ‘U‘J1NJ




 



6 W ‘ ~r‘ tð Þj j M�‘J þ c�‘J WJ ~rJ t � e‘ tð Þð Þ

 

� �
6 M�‘J W ‘ ~r‘ tð Þj j þ c�‘J W ‘ ~r‘ tð Þj j WJ ~rJ t � eJ tð Þ

� �

 


ð15Þ
Substituting (14) and (15) into (13) yields
sd‘eqt W‘ ~r‘ tð Þj js�2W ‘ ~r‘ tð ÞW ‘D
þ ~r‘ tð Þ

6 sd‘eqt W ‘ ~r‘ tð Þj js�2 W ‘ ~r‘ tð ÞW ‘ �S‘ � K‘ð Þ~r‘ tð Þ þ ~P‘ tð Þ � C‘Sgn W ‘ ~r‘ tð Þð Þ
h in

þ
Xq
J¼1

c‘J W ‘ ~r‘ tð Þj j WJ ~rJ tð Þ


 

þXq

J¼1
c�‘J W ‘ ~r‘ tð Þj j WJ ~rJ t � eJ tð Þ

� �

 

þXq
J¼1

M‘J þM�‘J
� �

W ‘ ~r‘ tð Þj jg
Based on Assumption (H1), it is derived that
W ‘
~P‘ tð Þ ¼

XN‘

i¼1
wz‘�1þiPz‘�1þi tð Þ

6
XN‘

i¼1
wz‘�1þi


 

 @y

z‘�1þi tð Þ



 


þ @x

z‘�1þi tð Þ



 


� �

6 2
XN‘

i¼1
wz‘�1þi


 

XZq

j¼1
l‘Dwz‘�1þi;j þ l�‘D/z‘�1þi;j
� �
and let
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!‘ , 2
XN‘

i¼1
wz‘�1þi


 

XZq

j¼1
l‘Dwz‘�1þi;j þ l�‘D/z‘�1þi;j
� �

ð16Þ
Then, we have
W ‘ ~r‘ tð ÞW ‘ �C‘Sgn W ‘ ~r‘ tð Þð Þ þ ~P‘ tð Þ
� �

6 �W ‘C‘1‘ þ!‘ð ÞW ‘ ~r‘ tð Þj j
Thus, it is followed that
sd‘eqt W ‘ ~r‘ tð Þj js�2W ‘ ~r‘ tð ÞW ‘D
þ ~r‘ tð Þ

6 sd‘eqt W ‘ ~r‘ tð Þj js�2 W ‘ ~r‘ tð ÞW ‘ �S‘ � K‘ð Þ~r‘ tð Þ þ
Xq
J¼1

c‘J W ‘ ~r‘ tð Þj j WJ ~rJ tð Þ


 

(

þ
Xq
J¼1

c�‘J W ‘ ~r‘ tð Þj j WJ ~rJ t � eJ tð Þ
� �

 

� W ‘C‘1‘ �!‘ �

Xq
J¼1

M‘J þM�‘J
� �" #

W ‘ ~r‘ tð Þj j
)

From the condition C1) and C2), one has
Xq
‘¼1

W ‘C‘1‘ �!‘ �
Xq
J¼1

M‘J þM�‘J
� �" #

W ‘ ~r‘ tð Þð ÞT



 


 6 0
and
W ‘ ~r‘ tð ÞW ‘ �S‘ � K‘ð Þ~r‘ tð Þ ¼ �h‘W ‘ ~r‘ tð ÞW ‘ ~r‘ tð Þ

Therefore, we obtain
sd‘eqt W ‘ ~r‘ tð Þj js�2W ‘ ~r‘ tð ÞW ‘D
þ ~r‘ tð Þ

6 �sh‘d‘eqt W ‘ ~r‘ tð Þj js þ d‘eqt
Xq
J¼1

sc‘J W ‘ ~r‘ tð Þj js�1 WJ ~rJ tð Þ


 



þd‘eqt
Xq
J¼1

sc�‘J W ‘ ~r‘ tð Þj js�1 WJ ~rJ t � eJ tð Þ
� �

 



ð17Þ
According to the fact
ss1s2 � � � ss 6 ss1 þ ss1 þ � � � þ sss; si P 0; i ¼ 1;2; � � � ; s

it can be deduced that
d‘eqt
Xq
J¼1

sc‘J W ‘ ~r‘ tð Þj js�1 WJ ~rJ tð Þ


 



¼ d‘eqt
Xq
J¼1

s
Ys�1
m¼1

c‘J
am W ‘ ~r‘ tð Þj j

" #
c‘J

as WJ ~rJ tð Þ


 



6 d‘eqt
Xq
J¼1

Xs�1
m¼1

c‘J
sam W ‘ ~r‘ tð Þj js þ d‘eqt

Xq
J¼1

c‘J
sas WJ ~rJ tð Þ


 

s

ð18Þ
and
d‘eqt
Xq
J¼1

sc�‘J W ‘ ~r‘ tð Þj js�1 WJ ~rJ t � eJ tð Þ
� �

 



¼ d‘eqt
Xq
J¼1

s
Ys�1
m¼1

c�‘J
bm W ‘ ~r‘ tð Þj j

" #
c�‘J

bs WJ ~rJ t � eJ tð Þ
� �

 



6 d‘eqt
Xq
J¼1

Xs�1
m¼1

c�‘J
sbm W ‘ ~r‘ tð Þj js þ d‘eqt

Xq
J¼1

c�‘J
sbs WJ ~rJ t � eJ tð Þ

� �

 

s
ð19Þ
In light of (12), (17)–(19), we have
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DþV tð Þ 6
Xq
‘¼1

qK‘ tð Þ � sh‘d‘eqt W ‘ ~r‘ tð Þj js þ d‘eqt
Xq
J¼1

Xs�1
m¼1

c‘J
sam W ‘ ~r‘ tð Þj js

"

þd‘eqt
Xq
J¼1

csas‘J WJ ~rJ tð Þ


 

s þ d‘eqt

Xq
J¼1

Xs�1
m¼1

c�‘J
sbm W ‘ ~r‘ tð Þj js

þd‘eqt
Xq
J¼1

c�‘J
sbs WJ ~rJ t � eJ tð Þ

� �

 

s� þ v‘e
qe
Xq
‘¼1

K‘ tð Þ
1�l‘
�K‘ t � e‘ tð Þð Þ

h i
6
Xq
‘¼1

�sh‘ þ qþ
Xq
J¼1

Xs�1
m¼1

c‘J
sam þ

Xq
J¼1

Xs�1
m¼1

c�‘J
sbm

 !
K‘ tð Þ þ d‘

dJ

Xq
J¼1

c‘J
sasKJ tð Þ

"

þ d‘
dJ
eqe
Xq
J¼1

c�‘J
sbsKJ t � eJ tð Þ

� �� þ v‘e
qe
Xq
‘¼1

K‘ tð Þ
1�l‘
�K‘ t � e‘ tð Þð Þ

h #
Then, according to the definitions of v‘; t‘ and o‘ and utilizing the condition C1), it is derived that
DþV tð Þ 6
Xq
‘¼1

�sh‘ þ qþ
Xq
J¼1

Xs�1
m¼1

csam‘J þ
Xq
J¼1

Xs�1
m¼1

c�‘J
sbm þ v‘eqe

1�l‘

 !
K‘ tð Þ þ d‘

dJ
eqe
Xq
J¼1

csas‘J KJ tð Þ
" #

¼ �
Xq
‘¼1

sh‘ � t‘ � o‘ð ÞK‘ tð Þ 6 0
Thus, we have V tð Þ 6 V 0ð Þ for all t P 0. According to the definition of V tð Þ, it is derived that
Pq

‘¼1d‘e
qt W ‘ ~r‘ tð Þj js 6 V tð Þ.

Since V 0ð Þ is a limited constant, there exist some positive constants -‘; ‘ ¼ 1; . . . ; q, such that d‘eqt W ‘ ~r‘ tð Þj js 6 -s
‘ 6 V 0ð Þ.

Hence, W ‘ ~r‘ tð Þj j 6 d
�1
s

‘ -‘e�
q
st ; t P 0.

According to Definition 2, drive system (1) and response system (4) realize cluster output synchronization under the con-
trol scheme (10). This completes the proof.

Remark 4. In this control scheme, one feedback controller is devised for each cluster, which helps to save control costs and
is easily implemented in practice. However, this control scheme may be fragile if the sole controller in cluster is subjected to
malicious attacks. Specifically, owing to many nodes existing in each cluster, multiple controllers can be designed and added
to these nodes for output synchronization in each cluster. Thus, a more flexible control scheme can be designed.
3.2. The second control scheme

The first scheme uses feedback control, and the obtained control gains ki and ni(i 2 m‘; ‘ ¼ 1; � � � ; q) may be much larger
than those practical applications need owing to algorithm conservativeness. Thus, adaptive control, as a method to reduce
control gain effectively, is utilized in this scheme. Compared with the first one, it aims to reduce the control gains and
increase the anti-interference capacity of the system by designing some adjustable controllers.

In the cluster m‘ (‘ ¼ 1; � � � ; q), without loss of generality, the weights of the first o‘ nodes are assumed to be non-zero,
where o‘ 6 N‘ is a positive integer. Then, the adaptive controllers are added to those nodes and designed as
uZ‘�1þm tð Þ ¼
XN‘

i¼1

p‘
mi

tð ÞwZ‘�1þi
wZ‘�1þm

�kZ‘�1þi tð ÞrZ‘�1þi tð Þ � nZ‘�1þi tð Þsign W ‘ ~r‘ tð Þð Þ� �
; m ¼ 1; . . . ; o‘

0; m ¼ o‘ þ 1; . . . ;N‘

8><>: ð20Þ
where p‘
mi tð Þ denotes the switching control parameter and its value is 0 or 1, and the adaptive updating laws of kZ‘�1þi tð Þ and

nZ‘�1þi tð Þ are designed as
_kZ‘�1þi tð Þ ¼ eqtaZ‘�1þirZ‘�1þi tð Þ W ‘ ~r‘ tð Þð ÞT
_nZ‘�1þi tð Þ ¼ eqtbZ‘�1þi W ‘ ~r‘ tð Þj j

(
ð21Þ
where aZ‘�1þi > 0; bZ‘�1þi > 0;q > 0 are some known constants.

It is noted that when p‘
mi tð Þ satisfies

PO‘

m¼1
PN‘

i¼1p
‘
mi tð Þ ¼ N‘, it can be calculated that
W ‘U‘ ¼ �W ‘K‘ tð Þ~r‘ tð Þ �W ‘C‘ tð ÞSgn W ‘ ~r‘ tð Þð Þ ð22Þ
where W ‘ ¼ wz‘�1þ1;wz‘�1þ2; . . . ;wz‘

� �
;U‘ ¼ uz‘�1þ1;uz‘�1þ2; . . . ;uz‘

� �T
;K‘ tð Þ ¼ diag kZ‘�1þ1 tð Þ; kZ‘�1þ2 tð Þ; . . . ;�

kZ‘ tð ÞÞ;C‘ tð Þ ¼
diag nZ‘�1þ1 tð Þ; nZ‘�1þ2 tð Þ; . . . ; nZ‘ tð Þ� �

and Sgn W ‘ ~r‘ tð Þð Þ ¼ sign W ‘ ~r‘ tð Þð Þ � 1q.
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Remark 5. In the existing literatures, controllers are usually unadjustable during synchronization. With respect to the
characteristic of the proposed model, switching control parameters p‘mi tð Þ (m ¼ 1; . . . ; o‘; i ¼ 1; . . . ;N‘; ‘ ¼ 1; . . . ; q) are
introduced in the scheme (20). It is seen from (20) that the position and the number of the controllers in the cluster m‘ are
adjustable by taking different values of p‘mi tð Þ. For example, let s‘ 6 o‘ (‘ ¼ 1; . . . ; q) be an arbitrary positive integer and takePN‘

i¼1p
‘
mi tð Þ ¼ N‘;m ¼ s‘ and

PN‘

i¼1p
‘
mi tð Þ ¼ 0 , m – s‘ in (20). Then, one controller is obtained in the cluster m‘, and its position

is variable depending on the value of s‘. Also, multiple controllers can be obtained by the proper values of p‘mi tð Þ. Importantly,
p‘mi tð Þ is time-varying and thus the controllers can be adjusted in real time, which can be designed as the switch trigger in
practical applications. Hence, if the systems are maliciously attacked, timely adjustment of the values of p‘mi tð Þ can help
remedy sudden control problems. In the final simulations, an example will be given to verify the effectiveness of this control
scheme.
Theorem 2. If Assumptions (H1) and (H2) are satisfied and the control parameter p‘
mi tð Þ meets

PO‘

m¼1
PN‘

i¼1p
‘
mi tð Þ ¼ N‘

(‘ ¼ 1; . . . ; q), drive system (1) and response system (4) can realize cluster output synchronization under the control scheme (20).
Proof. Construct the following Lyapunov–Krasovskii function:
V tð Þ ¼ V1 tð Þ þ V2 tð Þ þ V3 tð Þ ð23Þ

V1 tð Þ ¼
Xq
‘¼1

aeqt W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ

V2 tð Þ ¼ a
Xq
‘¼1

XN‘

J¼1

wZ‘�1þJ
ai

kZ‘�1þJ tð Þ � k̂Z‘�1þJ
� �2

þwZ‘�1þJ
bi

nZ‘�1þJ tð Þ � n̂Z‘�1þJ
� �2 �

V3 ¼
Xq
‘¼1

Z t

t�e‘ tð Þ
eq e‘þsð Þ#‘ W ‘ ~r‘ sð Þð ÞTW ‘ ~r‘ sð Þds:
where a; n̂i; k̂i; #i are some positive constants.
First, taking the derivative of V1 tð Þ can obtain
_V1 tð Þ ¼
Xq
‘¼1

2aeqt W ‘ ~r‘ tð Þð ÞTW‘
_~r‘ tð Þ þ aqeqt W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ

h i
¼ 2aeqt

Xq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘ �S‘ ~r‘ tð Þ þ
Xq
J¼1

W‘J f̂ J ~rJ tð Þ
� �þXq

J¼1
U‘J ĝJ ~rJ t � e‘ tð Þð Þ� �"

þ ~P‘ tð Þ � K‘ tð Þ~r‘ tð Þ � C‘ tð ÞSgn W‘ ~r‘ tð Þð Þ
#
þ aqeqt

Xq
‘¼1

W‘ ~r‘ tð Þð ÞTW‘ ~r‘ tð Þ

ð24Þ
Considering that
2aeqt
Xq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘
~P‘ tð Þ � C‘ tð ÞSgn W ‘ ~r‘ tð Þð Þ
h i

6 2aeqt
Xq
‘¼1

XN‘

J¼1
wZ‘�1þJ PZ‘�1þJ tð Þ



 

� nZ‘�1þJ tð Þ
� �

W ‘ ~r‘ tð Þj j;
and by employing (14) and (15), we obtain
_V1 tð Þ 6 2aeqt
Xq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘ �S‘ � K‘ tð Þð Þ‘ ~r‘ tð Þ þ 2aeqt
Xq
‘¼1

XN‘

J¼1
wZ‘�1þJ PZ‘�1þJ tð Þ � nZ‘�1þJ tð Þ

� �
W ‘ ~r‘ tð Þj j

þ2aeqt
Xq
‘¼1

Xq
J¼1

M‘J þM�‘J
� �

W ‘~e‘ tð Þð ÞT



 


þ 2aeqt

Xq
‘¼1

Xq
J¼1

c‘J W ‘~e‘ tð Þð ÞT



 


 WJ ~rJ tð Þ



 


þ2aeqt

Xq
‘¼1

Xq
J¼1

c�‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ t � e‘ tð Þð Þ

 

þ aqeqtXq

‘¼1
W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ
According to the adaptive law (21), computing the derivative of V2 tð Þ gets
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_V2 tð Þ ¼ 2a
Xq
‘¼1

XN‘

J¼1
wZ‘�1þJ kZ‘�1þJ tð Þ � k̂Z‘�1þJ

� �
rZ‘�1þJ tð Þeqt W ‘ ~r‘ tð Þð ÞT

þ2a
Xq
‘¼1

XN‘

J¼1
wZ‘�1þJ nZ‘�1þJ tð Þ � n̂Z‘�1þJ

� �
eqt W ‘ ~r‘ tð Þj j

¼ 2aeqt
Xq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘ K‘ tð Þ � bK ‘

� �
~r‘ tð Þ

þ2aeqt
Xq
‘¼1

XN‘

J¼1
wZ‘�1þJ nZ‘�1þJ tð Þ � n̂Z‘�1þJ

� �
W ‘ ~r‘ tð Þj j

ð25Þ
Computing the derivative of V3 tð Þ along the error system obtains
_V3 tð Þ 6
Xq
‘¼1

eq e‘þtð Þ#‘ W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ � eqt
Xq
‘¼1

1� l‘

� �
#‘ W ‘ ~r‘ t � e‘ tð Þð Þð ÞTW ‘ ~r‘ t � e‘ tð Þð Þ ð26Þ
where Assumption (H2) has been utilized.
By (24), (25) and (26), one has
_V tð Þ 6 2aeqt
Xq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘ �S‘ � bK ‘

� �
~r‘ tð Þ þ 2aeqt

Xq
‘¼1

XN‘

J¼1
wZ‘�1þJ PZ‘�1þJ tð Þ



 

� n̂Z‘�1þJ
� �

W ‘ ~r‘ tð Þj j

þ2aeqt
Xq
‘¼1

M‘j þM�‘j
� �

W ‘ ~r‘ tð Þð ÞT



 


þ 2aeqt

Xq
‘¼1

Xq
J¼1

c‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ tð Þ



 


þ2aeqt

Xq
‘¼1

Xq
J¼1

c�‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ t � eJ tð Þ

� �

 

þ aqeqtXq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ

þeqt
Xq
‘¼1

eqe‘ #‘ W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ � eqt
Xq
‘¼1

1� l‘

� �
#‘ W ‘ ~r‘ t � s‘ tð Þð Þð ÞTW ‘ ~r‘ t � e‘ tð Þð Þ
Now, we tackle the second term: 2aeqt
Pq

‘¼1
PN‘

J¼1wZ‘�1þJ PZ‘�1þJ tð Þ


 

� n̂Z‘�1þJ
� �

W ‘ ~r‘ tð Þj j. First, note that
Pz‘�1þJ tð Þ


 

 6 @y

z‘�1þJ tð Þ



 


þ @x

z‘�1þJ tð Þ



 


 6 2

XZq
i¼1

l‘Dwz‘�1þJ;i þ l�‘D/z‘�1þJ;i
� �
Then, by taking n̂Z‘�1þJ ¼ n̂�Z‘�1þJ þ n̂��Z‘�1þJ , where n̂�Z‘�1þJ ¼ 2
PZq

i¼1 l‘Dwz‘�1þJ;i þ l�‘D/z‘�1þJ;i
� �

and
PN‘

J¼1n̂
��
Z‘�1þJ ¼ M‘J þM�‘J , we have
2aeqt
Xq
‘¼1

XN‘

J¼1
wz‘�1þJ Pz‘�1þJ tð Þ



 

� n̂z‘�1þJ
� �

W ‘ ~r‘ tð Þj j 6 �2aeqt
Xq
‘¼1

M‘J þM�‘J
� �

W ‘ ~r‘ tð Þð ÞT



 



Thus, one has
_V tð Þ 6 2aeqt
Xq
‘¼1

W ‘ ~r‘ tð Þð ÞTW ‘ �S‘ � bK ‘

� �
~r‘ tð Þ þ 2aeqt

Xq
‘¼1

Xq
J¼1

c‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ tð Þ



 


þ2aeqt

Xq
‘¼1

Xq
J¼1

c�‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ t � e‘ tð Þð Þ

 

þ eqt

Xq
‘¼1

aqþ eqe‘ #‘ð Þ W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ

�eqt
Xq
‘¼1

1� l‘

� �
#‘ W ‘ ~r‘ t � e‘ tð Þð Þð ÞTW ‘ ~r‘ t � e‘ tð Þð Þ
Let K̂‘ ¼ d‘IN‘
� S‘, where d‘ > 0 is a constant to be decided, and one obtains
_V tð Þ 6 eqt
Xq
‘¼1
�2ad‘ þ aqþ eqe‘ #‘ð Þ W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ þ 2aeqt

Xq
‘¼1

Xq
J¼1

c‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ tð Þ



 


þ2aeqt

Xq
‘¼1

Xq
J¼1

c�‘J W ‘ ~r‘ tð Þð ÞT



 


 WJ ~rJ t � e‘ tð Þð Þ

 

� eqt

Xq
‘¼1

1� l‘

� �
#‘ W ‘ ~r‘ t � e‘ tð Þð Þð ÞTW ‘ ~r‘ t � e‘ tð Þð Þ
Introduce the following notations: u1 ¼ W1r
�
1 tð Þ




 


; W2r
�
2 tð Þ




 


; . . . ; Wqr
�
q tð Þ




 


� �T
, u2 ¼ W1 ~r1 t � e‘ tð Þð Þj jð , W2r

�
2





t � e‘ tð Þð Þj; . . . ; jWqr

�
q t � e‘ tð Þð ÞjÞT ;u

¼ u1u2ð ÞT ;X ¼ diag �2ad1 þ aqþ eqe1#1; ::;�2adq þ aqþ eqeq#q
� �

;N ¼ diag #1 � #1l1; . . . ; #q � #qlq

� �
.
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Then, we can obtain
_V tð Þ 6 eqt uT
1Xu1 þ 2auT

1Cu1 þ 2auT
1C
�u2 �uT

2NHu2

� �
¼ eqtuTRu
where R ¼ Xþ 2aC aC�

aC�T �N
� 	

Let d‘ >
aqþeqs#‘þ2akmax Cð Þ

2a ; ‘ ¼ 1; . . . ; q, and it is inferred that
Xþ 2aC < 0 ð27Þ
Because C� is norm-bounded, there exists a positive constant c C�TC�
� �

such that C�TC�
��� ��� 6 c C�TC�

� �
. Thus, taking

0 <
ffiffiffi
a
p

< kmin �X� 2aCð Þb=c C�TC�
� �

, where b ¼ min #i 1� li

� �
; i ¼ 1; . . . ; q

� �
, one has
Xþ 2aC þ a2C�TN�1C� < 0: ð28Þ

By Lemma 1, the inequalities (27) and (28) imply that R < 0.

Thus, it is obtained that V tð Þ 6 V 0ð Þ for all t P 0. According to (23), one has
Pq

‘¼1aeqt W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ 6 V 0ð Þ. Thus,
there exist some constants d‘; ‘ ¼ 1; . . . ; q, such that aeqt W ‘ ~r‘ tð Þð ÞTW ‘ ~r‘ tð Þ 6 d2‘ 6 V 0ð Þ. Hence, W ‘ ~r‘ tð Þj j 6 ffiffiffi

a
p

d‘e�
q
2t ; t P 0.

According to Definition 2, drive system (1) and response system (4) realize cluster output synchronization under the con-
trol scheme (20). This completes the proof.

Remark 6. Feedback and adaptive controls are used to realize the synchronization of MNNs in this article, and they are also
effective for the synchronization of traditional NNs. In many existing studies such as [45,28,29], some simple linear feedback
and adaptive controllers were considered: u tð Þ ¼ kr tð Þ and u� tð Þ ¼ k� tð Þr tð Þ. However, they cannot ensure the synchro-
nization of MNNs due to parameter mismatches, as indicated in [18,19]. It can be found from the proofs of Theorems 1 and 2
that the control terms nsign �ð Þ and n tð Þsign �ð Þ in (10) and (20) play a crucial role in eliminating the synchronization errors of
MNNs. Some studies on traditional NNs [46,47] also considered the control terms nsign �ð Þ and n tð Þsign �ð Þ, and the differences
between their controllers and ours lie in two aspects. On the one hand, for the proposed cluster output synchronization
model, the controller design is specific and different, such as containing the information of output weights, which is vital for
cluster output synchronization. On the other hand, the switching control parameters p‘mi tð Þ are introduced in the proposed
synchronization model, as discussed in Remark 5. Therefore, compared with the existing controllers in traditional NNs, the
proposed one is more flexible and has a better anti-interference capacity.
Remark 7. Computational complexity is significant for analyzing operation efficiency of controllers. It is seen from (10) that
the computation burden of the first scheme mainly includes a set of scalar addition, multiplication, division and comparison.
Specifically, the scheme (10) involves 3N‘ � 2 additions, 4N‘ multiplications, 1 division and 1 comparison where N‘ denotes
the number of nodes in cluster m‘ ‘ ¼ 1;2; � � � ; qð Þ. By transforming these basic operations into multiplications [48], compu-
tational complexity of the first scheme is approximately 7N‘ þ 9 multiplications. Applying the Big O notation, computational
complexity can be expressed as O N‘ð Þ. It is observed from (20) and (21) that the second scheme involves not only the basic
operations (i.e., addition, multiplication, division and comparison), but also differentiation. Thus, on the one hand, by trans-
forming the basic operations into multiplications, (20) and (21) totally involve o‘N‘ þ 10o‘ þ 12N‘ � 1 multiplications where
o‘ 6 N‘ denotes the number of the non-zero weights in cluster m‘. The corresponding computational complexity using the Big

O notation is O o‘N‘ð Þ. On the other hand, to handle the differentiation in (21), computational complexity is O sk3N‘

� �
when

applying Runge–Kutta method [49], where k is the number of stages of generating implicit Runge–Kutta method and s is the

number of steps. Therefore, the overall complexity for the second control scheme is O o‘N‘ þ sk3N‘

� �
. It is clear that compu-

tation complexities of two schemes grow linearly as the variables increase except k.
Remark 8. The purpose of synchronization in NNs is to control the networks toward the expected states for certain func-
tions (e.g., accurate information expression [13]). Thus, fruitful results have been presented with regard to MNNs synchro-
nization, which include various synchronization models such as quasi-synchronization [15], lag synchronization [16],
adaptive synchronization[50], asymptotic synchronization [21], and exponential synchronization [18]. However, their model
structures are monotonous and focus on the one-cluster networks. In fact, NNs include multiple clusters where the nodes
from the same cluster collaborate and work together via the combination behaviors such as the weighted sum of nodes
states [33–35]. Therefore, this article proposes cluster output synchronization model for MNNs. Figs. 1 and 2 indicate that
the proposed model can be reduced to the node-to-node model if one node exists in each cluster. Thus, our study can cor-
roborate previous results, such as those in [20,50], as special cases.
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4. Numerical simulation

In this section, we utilize several numerical simulations to verify the accuracy of the theoretical results.
Consider four-neuron MNNs (1) with the network topology shown in Fig. 3, where the nodes can be divided into two clus-

ters, and the matrices of memristive connection coefficients in (2) and (3) are
W
 
¼ w

 
ij

� 	
4�4
¼

�0:4 1:2 0:25 0
1:1 �0:55 0 0:5
0 0:5 �1:5 3

0:33 0 1 �2

26664
37775
~W ¼ ~wij

� �
4�4
¼

�0:5 1:3 0:26 0
1:2 �0:45 0 0:45
0 0:51 �1:2 2:4

0:32 0 0:8 �1:6

26664
37775
U
 
¼ /

 
ij

� 	
4�4
¼

�0:7 2:5 1:1 0
1:4 �0:2 0 0:1
0 0:2 �0:3 2:1

0:15 0 0:2 �1:4

26664
37775
~U ¼ ~/ij

� �
4�4
¼

�0:9 2:1 1:12 0
1:3 �0:3 0 0:12
0 0:14 �0:33 2:4
0:1 0 0:22 �1:6

26664
37775
In cluster 1, consider weight output vector W1 ¼ 1 2ð Þ, activation function f i xð Þ ¼ gi xð Þ ¼ sin xð Þ; outside input Ii ¼ 0,
time-varying delay ei tð Þ ¼ et= et þ 1ð Þ, where i ¼ 1;2, self-inhibition s1 ¼ 0:8; s2 ¼ 0:9. In cluster 2, take
W2 ¼ 1 3ð Þ; f i xð Þ ¼ gi xð Þ ¼ tanh xð Þ; Ii ¼ 0 , ei tð Þ ¼ et= 2et þ 2ð Þ; i ¼ 3;4; s1 ¼ 1:2; s2 ¼ 1:1. The initial value of the drive system
(1) is considered as x tð Þ ¼ �5;7;�1;2ð ÞT . The response system (4) whose initial value being set as y tð Þ ¼ 1;�1:3;2;�1ð ÞT
has the same structure as the system (1).

It can be calculated from the above parameters that ei tð Þ < ei ¼ 1; _ei tð Þ < li ¼ 0:5; li ¼ l�i ¼ 1 (i ¼ 1; . . . ;4),

M ¼ Mij
� �

2�2 ¼
4:2 2:41
2:96 2:7

 �
, M� ¼ M�ij

� �
2�2
¼ 7:4 2:66

1:09 3:87

 �
, !1 ¼ 3:54;!2 ¼ 7:88. To guarantee the conditions in Theo-

rem 1, one can take the control gains K1 ¼ 3:9 0
0 3:8

 �
, K2 ¼ 4:0 0

0 4:1

 �
and ni ¼ 7 i ¼ 1; . . . ;4ð Þ in the feedback control

scheme (10), and choose other parameters q ¼ 0:1; s ¼ 2; ai ¼ bi ¼ 0:5; di ¼ 1; i ¼ 1;2. Then, it can be calculated that
Fig. 3. The network topology among four neuron nodes and the arrow represents the direction of information transfer..
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Fig. 4. The node states of the drive and response systems in cluster 1 under the first control scheme.

Fig. 5. The node states of the drive and response systems in cluster 2 under the first control scheme.
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h1 ¼ 4:7 > 0:5 t1 þ o1ð Þ ¼ 0:77; h2 ¼ 5:2 > 0:5 t2 þ o2ð Þ ¼ 0:62;w1n1 þw2n2 ¼ 21 > !1 þ
P2

J¼1 M1J þM�1J
� �

¼ 20:2 and

w3n3 þw3n3 ¼ 28 > !2 þ
P2

J¼1 M2J þM�2J
� �

¼ 18:5, which guarantees the conditions in Theorem 1.

Under the aforementioned settings, the node state trajectories in clusters 1 and 2 are depicted in Figs. 4 and 5, respec-
tively. It is seen from the figures that the node xi tð Þ in the drive system is not synchronized with the node yi tð Þ
i ¼ 1; � � � ;4ð Þ in the response system, which is confirmed by Fig. 6 where the node error signals do not tend to zero over time.
In contrast, it can be observed from Fig. 7 that the combination outputs of error signals in each cluster quickly approach to
zero, which validates the theoretical results of Theorem 1.

In the following, we will demonstrate the effectiveness of the adaptive control scheme (20).

Define switching control matrices P1 tð Þ ¼ p1
ij tð Þ

� �
2�2

and P2 tð Þ ¼ p2
ij tð Þ

� �
2�2

, and take P1 tð Þ ¼ P2 tð Þ ¼ 1 1
0 0

� 	
. In light of

(20), we obtain two adaptive controllers u1 and u3 which are applied to clusters m1 and m2, respectively. Suppose that the
adaptive control parameters in (21) are a1 a2 a3 a4ð Þ ¼ 0:15 0:2 0:25 0:3ð Þ; b1 b2 b3 b4ð Þ ¼ 0:3 0:4 0:5 0:6ð Þ, and q ¼ 0:05.
If the initial values in (21) are taken as ki tð Þ ¼ 0:15 and ni tð Þ ¼ 0:5 i ¼ 1; . . . ;4ð Þ, the time responses of the node errors are
presented in Fig. 8. It is seen from the figure that there is no synchronous behavior between the nodes. However, the sim-
ulation result of the combination outputs shown in Fig. 9 indicates that the systems realize cluster output synchronization.
Meanwhile, the trajectories of the control gains ki and ni i ¼ 1; . . . ;4ð Þ are given in Figs. 10 and 11, respectively, which are
obviously smaller than the obtained ones in the above scheme (10).

Next, to show the anti-interference capacity of the control scheme (20), we consider the case that the controllers u1 and
u3 are attacked when t ¼ 1:5 s, that is, u1 ¼ u3 ¼ 0 for t > 1:5 s. The simulation result is depicted in Fig. 12, where the error
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Fig. 7. The combination outputs of error signals in clusters 1 and 2 under the first control scheme.

Fig. 6. The node errors r1 tð Þ;r2 tð Þ;r3 tð Þ and r4 tð Þ under the first control scheme.

Fig. 8. The node errors r1 tð Þ;r2 tð Þ;r3 tð Þ and r4 tð Þ under the second control scheme.
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Fig. 9. The combination outputs of error signals in clusters 1 and 2 under the second control scheme.

Fig. 10. The trajectories of the control gains ki; i ¼ 1; ::;4.

Fig. 11. The trajectories of the control gains ni; i ¼ 1; . . . ;4.
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Fig. 12. The combination outputs of error signals subject to the attack.
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signals are increased from the attack instant. In order to handle this problem, one can adjust P1 tð Þ ¼ P2 tð Þ ¼ 0 0
1 1

� 	
at

t ¼ 1:5 s and obtain two new controllers u2 and u4 which avoid the attacks to the original nodes. Then, the simulation result
presented in Fig. 13 indicates that the combination outputs can still tend to zero. If we take t ¼ 3s to make the adjustment,
Fig. 13. The combination outputs of error signals after the adjustment at the time t ¼ 1:5 s.

Fig. 14. The combination outputs of error signals after the adjustment at the time t ¼ 3 s.
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Fig. 14 shows the simulation result, where the combination outputs are clearly reduced and tend to zero from the adjust-
ment instant. These results demonstrate the anti-interference capacity of the control scheme (20).

5. Conclusion

Herein, cluster output synchronization is studied for MNNs, which is distinct from current node-to-node models and pro-
vides a more practical model structure for exploring NN synchronization. Two specific control schemes were devised for the
proposed model. The first involves designing one feedback controller for each cluster, which saves control costs, and the
other involves utilizing multiple adjustable adaptive controllers to decrease control gains and increase the anti-
interference capacity of the control system. These two can be flexibly chosen according to specific needs. Simultaneously,
a model relationship between MNNs and traditional NNs was established. Via the control schemes, the model relationship
and Lyapunov stability theory, sufficient conditions were obtained to guarantee cluster output synchronization. Finally, sev-
eral simulation examples were employed to illustrate the effectiveness of the proposed model. Although the cluster output
synchronization model is first presented, it is still a simplified model for actual operation patterns in NNs. Thus, further
developing some more sophisticated models will be a challenging and meaningful topic in the future.
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