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Abstract—Blur is a key determinant in the perception of image
quality. Generally, blur causes spread of edges, which leads to
shape changes in images. Discrete orthogonal moments have been
widely studied as effective shape descriptors. Intuitively, blur
can be represented using discrete moments since noticeable blur
affects the magnitudes of moments of an image. With this con-
sideration, this paper presents a blind image blur evaluation
algorithm based on discrete Tchebichef moments. The gradient
of a blurred image is first computed to account for the shape,
which is more effective for blur representation. Then the gradi-
ent image is divided into equal-size blocks and the Tchebichef
moments are calculated to characterize image shape. The energy
of a block is computed as the sum of squared non-DC moment
values. Finally, the proposed image blur score is defined as the
variance-normalized moment energy, which is computed with the
guidance of a visual saliency model to adapt to the character-
istic of human visual system. The performance of the proposed
method is evaluated on four public image quality databases. The
experimental results demonstrate that our method can produce
blur scores highly consistent with subjective evaluations. It also
outperforms the state-of-the-art image blur metrics and several
general-purpose no-reference quality metrics.

Index Terms—Blur, image quality assessment (IQA),
no-reference (NR), Tchebichef moments, visual saliency.

I. INTRODUCTION

D IGITAL images are inevitably subject to various kinds
of distortions during their acquisition and processing.

Objective image quality assessment (IQA) metrics build com-
putational models to evaluate the quality of images, and mean-
time maintain consistency with subjective evaluations [1].
IQA metrics are essential for benchmarking image processing
algorithms, such as image denoising, deblurring, superreso-
lution, and watermarking [2]–[5]. They can also be used for
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online quality monitoring and parameter optimization of image
processing algorithms.

According to the availability of a reference image, the cur-
rent IQA algorithms can be classified into full-reference (FR),
reduced-reference (RR), and no-reference (NR) metrics [6].
FR metrics employ both the distorted image and the corre-
sponding undistorted reference image to generate the quality
score [7]–[12]. In RR metrics, partial information is extracted
using feature extraction methods, and then transmitted to the
receiver side for quality assessment [13]–[15]. The require-
ment of full/partial information of the reference image is
a drawback of FR/RR-IQA metrics. By comparison, NR or
blind metrics can evaluate image quality using the distorted
image directly. Therefore, blind IQA metrics potentially have
more applications in real-world scenarios [16]. Blind IQA
metrics can be further classified into distortion-specific and
general-purpose approaches. In distortion-specific metrics, one
type of distortion is evaluated, such as blocking artifacts,
blur, and ringing effects [17]–[19]. In general-purpose met-
rics, image quality is evaluated without knowing the exact
distortion types [20]–[28].

In this paper, we focus on blind assessment of blur in images
using discrete orthogonal moments. Discrete moments have
been shown effective in shape description [29]–[32]. Image
blur is mainly characterized by the spread of edges. When
an image is blurred, the spread edges cause shape change of
the image, and this kind of shape change can be captured
by discrete moments. Based on this observation, this paper
presents a blind image blur evaluation (BIBLE) algorithm
using Tchebichef moments. The gradient of a blurred image
is first computed to denote the shape, which is more effective
for blur representation. Then the gradient image is divided
into equal-size blocks and the Tchebichef moments are com-
puted. The energy of a block is calculated using the sum of
squared non-DC moment (SSM) values. Then image blur score
is defined as the variance-normalized moment energy, which
is computed with the guidance of a visual saliency model to
adapt to the characteristic of the human visual system (HVS).
We test the performance of the proposed method on four public
subjectively-rated image quality databases. The experimental
results demonstrate the advantages of the proposed method.

II. RELATED WORK

Blur is a key determinant in the perception of image
quality. During the past few years, several algorithms have
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been proposed for image blur assessment. These metrics
can be classified into spatial-domain and transform-domain
approaches. Marziliano et al. [33] first detected image edges
using the Sobel operator. Then the spread of edges was mea-
sured by the widths of the edges, and image blur score was
defined as the average edge width. Wu et al. [34] measured
image blur using the point spread function (PSF). The PSF
was computed based on the line spread function, which was
also constructed from image edges. Ferzli and Karam [35]
proposed the just noticeable blur (JNB) metric. Image blur
was represented by a probability summation model, which
was computed based on local contrast and edge width. An
extension of the JNB metric was also proposed by comput-
ing the cumulative probability of blur detection (CPBD) [36].
Bahrami and Kot [37] proposed a method based on the max-
imum local variation (MLV). The MLV of a pixel was first
computed within its 8-pixel neighborhood. Then the MLVs
were weighted based on their rankings. Finally, the standard
deviation of the weighted MLV distribution was computed
as the blur score. Among the transform-domain approaches,
Vu and Chandler [38] addressed a method in the wavelet
domain. A blurred image was first decomposed by a three-
level discrete wavelet transform (DWT). Then a weighted
average of the log-energies of the DWT coefficients was
used as the blur score. Hassen et al. [39] proposed a novel
method based on local phase coherence (LPC), which was
computed in the complex wavelet domain. It was based on
the fact that image blur disrupted the LPC structure, and
the strength of LPC could be used to measure the extent
of blur. In [40], a hybrid-domain approach was addressed.
The slope of local magnitude spectrum was used to measure
the attenuation of high-frequency content, and total varia-
tion was used to account for local contrast. A combination
of these two factors was proved effective for image blur
assessment.

It has been widely accepted that structures are impor-
tant for IQA [7]. Typically, image structures are present in
the form of edge and gradient. Orthogonal moments have
been shown effective in capturing edge features in digital
images [41], [42]. Recently, attempts have been done to use
orthogonal moments for IQA. Wee et al. [43] proposed a
FR-IQA metric based on discrete orthogonal moments. Both
reference and distorted images were divided into blocks,
and discrete moments were employed to measure the sim-
ilarity of the blocks. The quality score was defined as
the average block similarity. An improved version of this
method was also proposed by classifying the blocks into
three types (plain, edge, and texture) and assigning differ-
ent weights when computing the quality score [44]. More
recently, Li et al. [17] proposed a Tchebichef-moment-based
NR metric for evaluating blocking artifacts in JPEG images.
High-odd-order moments were employed to characterize the
abrupt changes around the block boundaries, which were
caused by blocking artifacts. To the best of our knowledge,
the current moment-based IQA metrics are confined to FR
approaches and NR blocking artifacts assessment, and little
work has been done to use orthogonal moments for image
blur assessment.

TABLE I
NOTATIONS USED IN THIS PAPER

III. DISCRETE TCHEBICHEF MOMENTS

Tchebichef, Krawtchouk, and Hahn moments are the three
kinds of discrete orthogonal moments that are commonly used
in the literatures [30]–[32]. Tchebichef moments are global
shape descriptors, and they extract features from the whole
image. By contrast, Krawtchouk and Hahn moments are local
descriptors, since they are computed with emphasis on a spe-
cific region of an image. In this paper, we aim to measure
blur of a whole image, so Tchebichef moments are preferred.
In this section, we briefly introduce Tchebichef moments and
analyze their properties. For clarity, the notations used in this
paper are listed in Table I, which will be useful later.

A. Definition

As shape descriptors, Tchebichef moments have been found
effective in image analysis due to their superior capabili-
ties of feature representation. Unlike the well-known Zernike
moments, Tchebichef moments are defined directly on image
coordinates, so there is no approximation error in the compu-
tation of Tchebichef moments. The computation of discrete
Tchebichef moments is to project an image onto a set of
weighted Tchebichef kernels.

The nth order, N-point weighted Tchebichef kernel is
defined as [30], [32]

t̃n(x; N) =
√

w(x; N)

ρ(n; N)
tn(x; N) (1)

where w(x; N) = 1
N+1 and ρ(n; N) = (2n)!

N+1

(N+n+1
2n+1

)
are the

weight and norm used to ensure numerical stability [30];
tn(x; N) is the Tchebichef kernel

tn(x; N) = n!
n∑

k=0

(−1)n−k
(

N − 1 − k
n − k

)(
n + k

n

) (
x
k

)
. (2)

These weighted kernels satisfy the following orthonormal
condition:

N−1∑
x=0

t̃m(x; N)t̃n(x; N) = δmn (3)

where δmn is the Kronecker delta. More computational issues
of Tchebichef kernels can be found in [45].
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Fig. 1. Reconstructed images of the original image Lena (128 × 128) using
Tchebichef moments up to different maximum orders.

With the weighted Tchebichef kernels, the (m + n)th order
Tchebichef moments of an M × N image f (x, y) is defined as

Tmn =
M−1∑
x=0

N−1∑
y=0

t̃m(x; M)t̃n(y; N)f (x, y) (4)

where m ∈ {0, 1, 2, . . . , M − 1}, n ∈ {0, 1, 2, . . . , N − 1}.
In implementation, the Tchebichef moments up to the

(m + n)th order can be computed by matrix multiplications

T = K1IK′
2 (5)

where I is an image and K′
2 denotes the transpose of K2.

K1 and K2 are kernel matrices defined as follows:

K1 = {
t̃i(j; M)

}i=m,j=M−1
i,j=0 , K2 = {

t̃i(j; N)
}i=n,j=N−1

i,j=0 . (6)

The weighted Tchebichef kernels constitute a complete
and orthogonal set, so the image can be fully characterized
by the total M × N moments. Therefore, an image can be
reconstructed using the Tchebichef moments as follows:

f (x, y) =
M−1∑
m=0

N−1∑
n=0

t̃m(x; M)t̃n(y; N)Tmn. (7)

In practice, if a subset of Tchebichef moments {Tmn},
m ∈ {0, 1, 2, . . . , mmax}, n ∈ {0, 1, 2, . . . , nmax}, is available,
an approximated image f̂ (x, y) can be obtained as

f̂ (x, y) =
mmax∑
m=0

nmax∑
n=0

t̃m(x; M)t̃n(y; N)Tmn. (8)

B. Analysis of Tchebichef Moments

An important property of Tchebichef moments is that the
moments with different orders have varying image represen-
tation abilities. Specifically, low-order moments capture low-
frequency components of an image, and high-order moments
capture high-frequency components. Fig. 1 shows an exam-
ple of the reconstructed versions of an original image Lena
(128 × 128) using Tchebichef moments up to different maxi-
mum orders.

It is observed from the figure that the reconstructed images
become closer to the original image with the increase of

Fig. 2. Three blurred images and their gradient images. The gradient images
are converted to the range [0, 255] for display. (a)-(c) Blurred images. (d)-(f)
Corresponding gradient images.

moment order. Low-order reconstructed images mainly con-
tain rough shapes of the image, and high-order reconstructed
images contain more fine details. Furthermore, the zero-order
reconstructed image is constant. In fact, the zeroth order
Tchebichef moment denotes the average value of an image,
namely the DC component [30]. Since image blur is charac-
terized by the spread of edges and accordingly attenuation of
high-frequency components, it is intuitive that blur has direct
impact on the Tchebichef moments, based on which the extent
of blur can be estimated.

IV. BIBLE

As effective shape descriptors, Tchebichef moments have
been widely used in image analysis [30]. In this paper, we
employ Tchebichef moments to evaluate the extent of blur
in images. The motivation behind this paper is that blur
causes shape changes in images, and we believe this kind of
shape change can be effectively represented using Tchebichef
moments, based on which image blur can be measured.

A. Relation Between Blur and Tchebichef Moments

Blur causes attenuation of high-frequency components in
images, and the magnitudes of Tchebichef moments change
accordingly. To have an intuitional understanding of the rela-
tion between image blur and Tchebichef moments, an example
is given in Fig. 2. The figure shows an image and its two
blurred versions, together with their gradient images obtained
using (9). The Tchebichef moments of the blurred and gradient
images are computed, and the magnitudes of some obtained
moments are summarized in Table II.

It can be seen from Fig. 2 that with the increase of blur,
image edges become wider. This is more obvious in the
structured regions of the image. For example, in the body
parts of the sculpture, the blur distortion is more annoying.
Furthermore, the spread edges can be better viewed in the gra-
dient domain. By computing the gradients, we easily obtain
the shape of the image; and the extent of blur can be better
represented using the gradient image.

From Table II, it is observed that the magnitudes of the
moments decrease with the increase of blur. This holds for
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TABLE II
MAGNITUDES OF SOME TCHEBICHEF MOMENTS OF THE BLURRED

AND GRADIENT IMAGES SHOWN IN FIG. 2

Fig. 3. Flowchart of the proposed BIBLE metric.

moments computed from both the blurred and gradient images.
The same conclusion has been found after we have tested
different images with diversifying visual content. This is not
hard to understand, because blur is characterized by the atten-
uation of high-frequency energy. Another finding is that the
decrease of moment magnitudes is not obvious for the blurred
images. By contrast, the magnitudes decrease significantly for
the gradient images. This indicates that gradient domain is
more effective in blur representation than spatial domain. The
reason is that in the spatial domain, most of the energy exist in
the low-frequency components, which are dominant and stable.
By computing the gradients, most of the low-frequency com-
ponents are removed and high-frequency components become
dominant, which are sensitive to blur. As a result, in this
paper, we compute the Tchebichef moments using the gradient
images instead of the original blurred images.

B. Image Blur Assessment

The flowchart of the proposed method is shown in Fig. 3.
It consists of two main stages. In the first stage, we compute
the following three components: 1) SSM values for blocks
of the gradient image; 2) variances of blocks of the blurred

image; and 3) visual saliency map of the blurred image [47].
The SSM values are used to characterize the image gradient.
Block variances are used to conduct a normalization of the
SSM values so that we can obtain consistent blur scores across
different images. The saliency map is used to adapt to the
characteristic of the HVS. In the second stage, these three
components are combined to conduct a pooling and the final
blur score is computed as the variance-normalized moment
energy with the guidance of the saliency map.

In this paper, we evaluate blur from the gradient images,
which have been shown more effective for blur representation.
For a blurred image in color format, it is first converted into
gray scale, which is denoted by I(x, y), x ∈ {1, 2, 3, . . . , M},
y ∈ {1, 2, 3, . . . , N}. The gradient image is computed as

G = |Gx| + |Gy|
2

(9)

Gx = [ − 1 0 1] ∗ I, Gy = [ − 1 0 1]′ ∗ I (10)

where “ ′ ” denotes the transpose and ∗ is the convolution.
Next, both the gray-scale image and the gradient image

are divided into blocks with equal-size D × D. The image
block set is denoted by {BI

ij} and the gradient block set is
denoted by {BG

ij }, i ∈ {1, 2, 3, . . . , P}, j ∈ {1, 2, 3, . . . , Q},
where P = �M/D�, Q = �N/D�, and �·� is the floor oper-
ator. Then the variances of the blocks in {BI

ij} are computed
and denoted by {σ 2

ij }. The Tchebichef moments of the gradient
blocks in {BG

ij } are computed and denoted by {Tij}

Tij =

⎛
⎜⎜⎜⎝

T00 T01 · · · T0n

T10 T11 · · · T1n
...

...
. . .

...

Tm0 Tm1 · · · Tmn

⎞
⎟⎟⎟⎠ (11)

where m, n ∈ {0, 1, 2, . . . , (D − 1)}. Then the SSM values
(SSM), namely energy of ac moment values, is computed and
denoted by {Eij}

Eij =
m∑

p=0

n∑
q=0

(Tpq)
2 − (T00)

2. (12)

In (12), (T00)
2 is removed, because the zeroth order moment

denotes the dc component of the image, and we measure
the energies of edges and shapes, which are mainly ac
components.

It is intuitive that if an image is blurred, the energy of
the blurred image will decrease accordingly. In order to
demonstrate this, we conduct an experiment on 29 undistorted
reference images from the Laboratory for Image and Video
Engineering (LIVE) database [49]. Specifically, the images are
iteratively filtered using Gaussian low-pass filters with increas-
ing standard derivations. Then the block energies are computed
using (12). The relation between the sum of block energies and
standard deviation of the Gaussian low-pass filter is shown in
Fig. 4.

It is known from the figure that the energy of a blurred
image decreases monotonically with the increase of blur
strength, i.e., standard deviation of the Gaussian filter. Besides,
when an image is severely blurred, the energy tends to
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Fig. 4. Relationship between sum of block energies and Gaussian blur
standard deviation.

approach a constant value; and further blurring has little effect
on the image. This also indicates that heavy low-pass filter-
ing can remove most of the high-frequency components and
the remaining low-frequency components are relatively stable.
From this perspective, the sum of block energies can measure
the extent of blur within a single image.

By comparing the curves in Fig. 4, we find that the energies
of the blurred images are different even they have the same
standard deviation of Gaussian blur. This is easy to under-
stand, because they have completely different contents. Since
the standard deviation of Gaussian blur is closely related to
subjective score, and we expect to produce similar blur scores
for images with similar subjective scores, the effect of image
content should be reduced for obtaining objective blur scores
across different images.

With the consideration that images with different contents
have different variances, we propose to normalize the image
energy using the sum of block variances. In this way, we
can generate blur scores less sensitive to image content. It
should be noted that the variances should be computed on the
blocks from the gray-scale image so that they reflect the char-
acteristics of the blurred image. Here, the block variances are
denoted by {σ 2

ij }, i ∈ {1, 2, 3, . . . , P}, j ∈ {1, 2, 3, . . . , Q}. The
normalized image energy is computed as follows:

S =
∑P

i=1
∑Q

j=1 Eij∑P
i=1

∑Q
j=1 σ 2

ij

. (13)

In practice, humans tend to judge the sharpness of an image
according to the visually salient regions. Therefore, it is mean-
ingful to incorporate this characteristic to produce the blur
score. One such example is shown in Fig. 5(a). The image
has sharp foreground and very blurred background. In spite of
blurred background, we tend to classify it as a sharp image,
because the visually salient regions are sharp. In fact, some of
the existing metrics make use of this characteristic to gener-
ate the blur score. In [34], the blur score was estimated from
the sharpest edges in an image. Vu and Chandler [38] and
Vu et al. [40] adopted 1% of the largest values in a sharpness
map to produce the blur score. Although enhanced results were
obtained in these metrics, the parameters were usually deter-
mined by experiments. In this paper, we address the problem in
a more systematic way by incorporating visual saliency [46].

Fig. 5. Image with sharp foreground and blurred background, together
with the saliency map detected using SDSP [47]. (a) Sharp image.
(b) Saliency map.

Fig. 5(b) shows the saliency map detected from Fig. 5(a) using
the Saliency Detection by Simple Priors (SDSP) model [47]. It
is observed that the detected salient region corresponds to the
foreground region, which contributes more in the perception
of blur. With the saliency map, the blur score can be generated
by assigning bigger weights to the salient regions. As a result,
we incorporate visual saliency to generate the overall image
blur score.

In this paper, the saliency map of a blurred image is
computed and denoted by W = {Wij}, i ∈ {1, 2, 3, . . . , M},
j ∈ {1, 2, 3, . . . , N}. Then it is resized to the size P × Q, so
that one block corresponds to one weight in the saliency map.
Let the resized saliency map be denoted by W̃ = {W̃ij},
i ∈ {1, 2, 3, . . . , P}, j ∈ {1, 2, 3, . . . , Q}, the final image blur
score is defined as

SBIBLE =
∑P

i=1
∑Q

j=1 W̃ij · Eij∑P
i=1

∑Q
j=1 W̃ij · σ 2

ij

. (14)

For sharp images, the proposed method will generate high
blur scores. For blurred images, low scores will be produced.

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Experimental Settings

The performance of the proposed method is evaluated on
four public image quality databases, including LIVE [49],
Categorical Subjective Image Quality (CSIQ) [9], Tampere
Image Database 2008 (TID2008) [50], and Tampere Image
Database 2013 (TID2013) [51]. The blurred images in these
databases are obtained using Gaussian low-pass filtering. The
numbers of blurred images are 145, 150, 100, and 125, respec-
tively, in the four databases. The subjective qualities of the
images in LIVE and CSIQ are measured using difference mean
opinion score (DMOS), and in TID2008 and TID2013 mean
opinion score (MOS) is used.

Three criterions are used to evaluate the performance,
including Pearson linear correlation coefficient (PLCC),
Spearman rank order correlation coefficient (SRCC), and root
mean square error (RMSE) [52], [53]. PLCC and RMSE are
used to measure the prediction accuracy, and SRCC is used
to evaluate the prediction monotonicity. To compute these val-
ues, a four-parameter logistic fitting is conducted between the
subjective and predicted scores [52]

f (x) = τ1 − τ2

1 + e(x−τ3)/τ4
+ τ2 (15)
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Fig. 6. Four images with different extents of blur and the predicted scores obtained by different metrics. (a) DMOS = 0.0320. (b) DMOS = 0.4710.
(c) DMOS = 0.6550. (d) DMOS = 0.8680.

where τ1, τ2, τ3, and τ4 are the parameters to be fitted.
Generally, a good metric produces high PLCC and SRCC
values, as well as a low RMSE value.

In implementation, the size of block is 8 × 8, and the max-
imum order of moment is set to 14. These parameters are
determined by experiments. For saliency detection, we adopt
a recent model SDSP [47], which is fast to compute and has
been shown effective for IQA [48].

B. Results and Analysis

1) Image-Level Evaluation: In order to show how the
proposed method performs on real images, we test it
using several blurred images. Fig. 6 shows four images in
the CSIQ database. They have different extents of blur, and
the subjective qualities are indicated by the DMOS val-
ues. The blur scores generated using the proposed method
are given. For comparison, we also provide the scores pre-
dicted by six existing blind image blur metrics, namely
Marziliano’s method [33], JNB [35], CPBD [36], S3 [40],
LPC [39], and MLV [37].

It can be seen from the figure that the proposed method
can produce blur scores consistent with subjective evaluations.
The images shown in Fig. 6 have increasing extents of blur,
and our method produces blur scores that decrease monoton-
ically. When compared with the existing methods, we find
Marziliano’s method [33], JNB, CPBD, LPC, and MLV also
produce scores that are consistent with the extents of blur. The
S3 metric produces incorrect scores between Fig. 6(b) and (c).
As Fig. 6(c) has severer blur than Fig. 6(b), the blur score
of Fig. 6(c) is expected to be lower than that of Fig. 6(b).
However, S3 produces higher score for Fig. 6(c).

The next experiment is to show how our method performs
on images with similar extents of blur. Humans have the capac-
ity to judge the extent of blur independent of image content.

If the images have similar extents of blur, we tend to give simi-
lar blur scores. A good blur metric is also expected to have this
capacity. In Fig. 7, we show six images with DMOS values in
the range (50, 58), which means that their subjective qualities
are quite similar. Meantime, from Fig. 7(a)–(f), the DMOS
values are monotonically increasing. From this perspective, a
good blur metric should produce similar and monotonically
decreasing/increasing blur scores. Table III summarizes the
blur scores predicted by different metrics.

It is observed from the table that the proposed method
can produce similar and monotonically decreasing blur scores
for the six images, which are consistent with their subjective
scores. By contrast, the blur scores produced by the compared
metrics do not satisfy the monotonicity very well. This also
indicates that the proposed method can distinguish tiny blur
differences between images.

2) Database-Level Evaluation: In this part, we evaluate the
overall performance of the proposed method based on the four
image quality databases. Fig. 8 shows the scatter plots between
the subjective scores provided by the databases and the objec-
tive scores predicted by different metrics. For limited space,
we only show the results of four recent metrics, i.e., CPBD,
S3, LPC, MLV, as well as the proposed BIBLE.

It is observed from the figure that the proposed method
achieves very promising results in the four databases. In LIVE,
BIBLE, MLV, and S3 produce somewhat similar results, while
LPC and CPBD produce slightly worse results. A closer inves-
tigation reveals that BIBLE produces the best fitting result and
the scatter points are densely clustered around the fitted curve.
In CSIQ, BIBLE and MLV produce quite similar fittings, and
both fittings are better than those of other metrics. In TID2008
and TID2013, the results produced by BIBLE are better than
all the other metrics. Another characteristic that can be seen
from the fittings is that the proposed method has the saturation
effect. Specifically, for heavily blurred images, the proposed
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Fig. 7. Images with similar extents of blur. Subjective qualities are indicated by the DMOS values below the images. (a) DMOS = 50.7829.
(b) DMOS = 52.2833. (c) DMOS = 52.8992. (d) DMOS = 53.6133. (e) DMOS = 54.7958. (f) DMOS = 57.7812.

TABLE III
BLUR SCORES PREDICTED BY DIFFERENT METRICS ON

THE IMAGES SHOWN IN FIG. 7

method tends to produce similar and low scores. This is con-
sistent with results in Fig. 4, where we have shown that for
heavily blurred images the energy tends to approach a con-
stant value. Furthermore, the scatter points are more evenly
distributed around the fitted curves for the proposed method.
This indicates that our method performs consistently well for
both heavily blurred and slightly blurred images.

Table IV summarizes the experimental results of the seven
blur metrics on the four databases in terms of PLCC, SRCC,
and RMSE. For each database, the best two results are marked
in boldface. With the consideration that one metric may have
varying performances on different databases, we also com-
pute the weighted average results of the four databases for
each metric. Specifically, weighted average is computed by
assigning bigger weight to larger database, and the weight is
determined by the number of blurred images.

It can be seen from Table IV that the proposed method
achieves the best results in LIVE, TID2008, and TID2013
databases, and in CSIQ it ranks the second. In LIVE database,
S3 performs the second best, and MLV produces quite similar
results with S3. Our metric outperforms the other metrics sig-
nificantly. In CSIQ database, MLV performs the best. BIBLE
is comparable to MLV and it ranks the second. S3 and LPC

achieve quite competitive results, and both outperforms CPBD.
The other two metrics do not produce satisfactory results in
this database. In TID2008, BIBLE achieves the best results
and it significantly outperforms other metrics. Specifically, the
PLCC and SRCC values produced by BIBLE are 0.8929 and
0.8915, which are much higher than the second best results,
i.e., 0.8584 and 0.8561. In this database, MLV, LPC, and S3
achieve very similar results. In TID2013, BIBLE also pro-
duces the best results. LPC ranks the second, followed by
MLV. From the average results, we know that the proposed
method achieves the best overall performance, in terms of both
prediction accuracy and monotonicity.

3) Impact of Block Sizes: In order to investigate the impact
of block size on the performance, we have tested different
block sizes, ranging from 4×4 to 16×16. For each block size,
the highest moment order is used. Table V lists the weighted
average results of PLCC and SRCC. It is observed from the
table that the performance varies slightly with block sizes,
and the best results are obtained when the block size is 8 × 8.
Therefore, we adopt 8 × 8 blocks in this paper.

4) Impact of Visual Saliency Pooling: In the proposed
method, visual saliency is employed to conduct the pooling,
which is used to adapt to the characteristics of HVS. Therefore,
it is meaningful to investigate the performance of the proposed
method without visual saliency pooling. Table VI summarizes
the results of BIBLE with/without visual saliency pooling
in terms of PLCC and SRCC, together with their weighted
average values.

It is observed from the table that, without visual saliency
pooling, the proposed method also produces promising results
in all databases. By incorporating visual saliency pooling, bet-
ter results are obtained. While not significant, visual saliency
pooling can make the predicted scores more consistent with
human scores. This also demonstrates the effectiveness of
discrete Tchebichef moments in image blur assessment.
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Fig. 8. Scatter plots of the subjective scores versus the predicted blur scores generated by different metrics on four databases. The x-axis denotes the metric
score, and y-axis denotes the subjective score (DMOS for LIVE and CSIQ and MOS for TID2008 and TID2013).

C. Comparison With General-Purpose NR-IQA Metrics

In order to further demonstrate the advantage of the pro-
posed method, we compare BIBLE with the state-of-the-art
general-purpose NR-IQA metrics, including blind image qual-
ity index (BIQI) [20], blind image integrity notator using DCT
statistics (BLIINDS-II) [21], blind/referenceless image spatial
quality evaluator (BRISQUE) [22], codebook representation
for no-reference image quality assessment (CORNIA) [23],
robust BRISQUE (R-BRISQUE) [24], and natural image qual-
ity evaluator (NIQE) [25]. In implementation, we use the
codes released by the original authors. Table VII summa-
rizes the experimental results, where the two best results are
marked in boldface on each database. It should be noted that
BIQI, BLIINDS-II, BRISQUE, R-BRISQUE, and CORNIA
are learning-based methods, and the images in the LIVE
database are used to train a support vector regression model,
which is then used to predict the quality scores of other

databases. As a result, their results on the LIVE database are
not fair to compare, which are marked by “training on LIVE”
in the table [37], [39].

It is observed from the table that, except for CORNIA, the
proposed method outperforms other state-of-the-art general-
purpose NR-IQA models. Especially in TID2008 and TID2013
databases, CORNIA and BIBLE significantly outperform the
other metrics. Although BIBLE does not produce the best
results, it performs only slightly worse than CORNIA.

D. Performance on Other Distortions

In this part, we test the proposed method on other distor-
tions. BIBLE is designed for evaluating image blur, which
is achieved by measuring the attenuation of high-frequency
energy via discrete Tchebichef moments. So, it also works on
distortions that may cause attention of high-frequency infor-
mation in an image. In this experiment, we first test three
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TABLE IV
SUMMARY OF EXPERIMENTAL RESULTS FOR THE PROPOSED BIBLE AND SIX EXISTING IMAGE BLUR METRICS

TABLE V
WEIGHTED AVERAGE VALUES OF PLCC AND SRCC

WITH DIFFERENT BLOCK SIZES

TABLE VI
PLCC AND SRCC RESULTS OF THE PROPOSED METRIC

WITH/WITHOUT VISUAL SALIENCY POOLING

common distortions in the four databases, i.e., JPEG2000
compression, JPEG compression, and added white Gaussian
noise (AWGN). Then, we test another four types of distor-
tions that are characterized by attenuation of high-frequency
components, including image denoising, sparse sampling and
reconstruction, chromatic aberration, and fast fading. Fig. 9
shows intuitively some distortions that cause attenuation of
high-frequency components of an image. The simulation
results are summarized in Table VIII.

It is known from Table VIII that the proposed method is
also effective in evaluating JPEG2000, image denoising, sparse
sampling and reconstruction, chromatic aberration, and fast
fading. This is because these distortions can all lead to, to
some extent, loss of high-frequency components, which can
be clearly seen from Fig. 9. Meantime, we also know that the
proposed method is not effective in measuring JPEG com-
pression and Gaussian noise. This is due to the fact that
BIBLE is achieved by measuring the attenuation of high-
frequency energy, but JPEG and AWGN are both characterized
by addition of high-frequency components in an image.

TABLE VII
COMPARISON WITH GENERAL-PURPOSE NR-IQA METRICS

Fig. 9. Distortions that cause attenuation of high-frequency components.
(a) Original image. (b) JPEG2000. (c) Image denoising. (d) Sparse sampling
and reconstruction. (e) Chromatic aberration. (f) Fast fading.

E. Time Complexity

In order to evaluate the time complexity, we conduct an
experiment on the CSIQ database. Specifically, all the NR-IQA
metrics are employed to predict the quality scores of the 150
blurred images with size 512 × 512 in CSIQ database. Then
the average computational time is calculated for evaluating the



48 IEEE TRANSACTIONS ON CYBERNETICS, VOL. 46, NO. 1, JANUARY 2016

TABLE IX
AVERAGE COMPUTATIONAL TIME IN GENERATING QUALITY SCORES OF BLURRED IMAGES WITH SIZE 512 × 512 IN CSIQ DATABASE

TABLE VIII
EXPERIMENTAL RESULTS ON OTHER DISTORTIONS

time complexity of each metric. All tests are conducted on a
PC with Intel Core i5 CPU at 3.20 GHz, 8 GB RAM, Windows
7 64-bit, and MATLAB R2012b. Table IX summarizes the
experimental results.

It is observed from the table that the proposed method has
moderate computational cost. CORNIA is slightly slower than
our method, while BLIINDS-II and S3 are the two slowest
methods. Currently, MLV is the fastest.

VI. CONCLUSION

Blur is a key determinant in the perception of image quality.
Building computational models to evaluate the extents of blur
in digital images is thus of great importance. In this paper,
we have proposed a novel NR image blur assessment metric,
which we call BIBLE for short. It is basically based on the
observation that blur distortion changes the shape of an image,
and this kind of shape change can be represented using discrete
Tchebichef moments, which are effective in shape representa-
tion. To this end, we first compute the gradient image, and the
energy of the image is computed as the SSM values. The pro-
posed image blur score is then generated by normalizing the
moment energy using the block variances with the guidance
of a visual saliency model. The block-variance-based normal-
ization is designed to remove the effect of image content, so
that the proposed method can generate consistent blur scores
across different images. The visual saliency model is incorpo-
rated to adapt to the characteristic of human eyes in viewing
blurred images.

We have tested the performance of the proposed method on
four public image quality databases. The experimental results
demonstrate that the proposed method can produce blur scores

highly consistent with subjective evaluation, and it outper-
forms the state-of-the-art image blur metrics as well as several
general-purpose NR-IQA metrics.
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