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Compressed sensing (CS) provides a general signal acquisition framework that enables the reconstruc-
tion of sparse signals from a small number of linear measurements. In this article we present a CS image
reconstruction algorithm using intra prediction method based on block-based CS image framework. The
current reconstruction block is firstly predicted by its surrounding reconstructed pixels, and then its
prediction residual will be reconstructed. Because the sparsity level of prediction residual is higher than
its original image block, the performance of our proposed CS image reconstruction algorithm is
significantly superior to the traditional CS reconstruction algorithm. Furthermore, total variation model
is also used to suppress the blocking artifacts caused by intra prediction and measurement noise.
Experimental results also show the competitive performance with respect to peak signal-to-noise ratio
and subjective visual quality.
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1. Introduction

Compressed sensing theory is an emerging framework that
permits, under some conditions, compressible signals can be sam-
pled at sub-Nyquist rates through non adaptive linear projection
onto a random basis while enabling exact reconstruction at high
probability [1,2]. Moreover, signals that can be well approximated
by sparse representation, such as discrete cosine transform (DCT),
wavelet transform or a trained dictionary, can be sensed at a much
lower rate than double their actual bandwidth, as required by the
Shannon-Nyquist sampling theory [3].

Compressed sensing (CS) theory mainly relies on two funda-
mental principles [4,5]: sparsity and incoherent. Let x e R" be an
arbitrary compressible signal and let ¥ ={[¢,,-,¢,] an sparse
basis or dictionary in R",

X= il 00i=¥0O M)

where © =[0;,--,0,]" is the vector of sparse coefficients that
represent signal x on the basis W. A signal is to be said sparse
or compressible if most of the coefficients in ® are zero or they
can be discarded without much loss of information. Let & =
[P1. > Pn]" be M x N measurement matrix, with M« N, such that
y=®x is M x 1 vector. This is an underdetermined function, that is
to say, given the observation y, there are a number of x which can
satisfy the equation y = ®x. However, CS theory states that if the
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measurement matrix @ and sparse basis W are incoherent and their
product satisfies the Restricted Isometry Property (RIP) of order-k for
all k-sparse vectors for a small isometry constant &y, that is,

(1=8)1OI> < 1P OI? < (1+6;) 1101 )

The sparse coefficients ® can be accurately reconstructed
through the following constrained optimization problem [4]

Q:argrrgn Oll, st. y=dP¥O 3)

Afterwards, the signal x can be reconstructed by
x=¥0 )
In most practical application, the signal x is not absolutely
sparse or the measurements y may be corrupted by noise or

quantization process. Then, the CS reconstruction procedure
should be reformulated as

O =argmin |0, s.t. y—|IP¥O|,, <e (5)

Based on the convex optimization theory [6], the optimization
problem (5) can be solved by the following unconstrained Lagran-
gian formulation

6 =argmin 6|, +(1/2)lly - ¥ OI, 6)

where 4 is a regularization parameter which tradeoffs the sparsity
level and the data fidelity. Typical methods for solving the
problem in form (6) include basis pursuit denoising (BPDN) and
gradient projection algorithms (GPSR) etc [7]. The final reconstruc-
tion signal is X = ¥ 6.
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CS theory performs acquisition and compression simultaneously,
and shifts almost all computation burdens to the decoder, resulting
in a low-complexity encoder. It is very suitable for image or video
application [8], where the computational resource and power is
limited, such as low powerful wireless multimedia sensor network or
handheld multimedia acquisition terminal [9]. In this article, we will
investigate the CS reconstruction algorithm based on the observation
that the sparsity level of prediction residual is higher than the
original pixels, so the reconstruction performance with our proposed
algorithm is improved as compared with the traditional ones.

In addition, CS theory can also be used as classification and
recognition tools in computer vision, especially human face recog-
nition and palmprint recognition [10-17]. Its basic idea is to cast
recognition as a sparse representation problem through new
mathematical tools from compressed sensing and L1 minimization.

The rest of the article is organized as follows. Section 2 intro-
duces some classical CS reconstruction algorithms in image applica-
tion domain. In Section 3, our proposed compressed sensing image
reconstruction algorithm is described in detail, including the frame-
work of our proposed algorithm, intra prediction mode and deblock-
ing and denoising postprocessing. Section 4 presents the experi-
mental results and conclusions are given in Section 5.

2. Compressed sensing for images

In recent years, there has been significant interest in compressed
sensing theory for image application. The most well-known case is
the so-called “single-pixel camera”, which is a still image acquisi-
tion device developed by Rice University [17]. The most straightfor-
ward implementation of CS on 2D images is to recast the 2D array
image as a 1D vector by some predefined scanning orders. For an
N x N image, it will be formed a N? x 1 vector. In this context, the
sparsity transform W is a N* x N? matrix consisting of N? basis,
the memory required to store this matrix grows very fast as the
number of pixels in the image increases. In order to reduce the
memory requirement, a block-based compressed sensing (BCS)
framework was proposed in [18,19] for 2D images. That is, an image
is divided into B x B non-overlapping blocks and every block is
sensing measured independently. In this case, the sparsity matrix
¥ and sensing measurement matrix @ for the whole image can
also be written in a block-diagonal form as follows

Pp ?s
w_ PB . b= b5 . 7
Pp &5

The sensing measurement procedure for image block x; is as
follows

Vi=¢p ¥ (8

where y; is the measurement vector of image block ;. In our
proposed algorithm, the BCS framework is also used in the
experiments due to its simplicity and high efficiency.

It is well known that the sparsity level of signal x decides the
quality of reconstruction signal. In general, more sparsity signal x
is, more high quality the reconstruction signal is. So as to improve
the sparsity level of image signal, it is proposed that, instead of
seeking sparsity in the image transform domain, the total variation
(TV) model is used in CS image reconstruction in [20] as follows

&:argrrg}n [1X]17v +A1ly — PxI| ©)

However, the TV model possesses some undesirable properties,
such as the staircase effect.

odd block

even block

Fig. 1. Non-overlapping image blocks in checkerboard pattern.

In this article the sparsity level of reconstruction image will be
enhanced by our proposed intra prediction algorithm which will be
detailed in the next section. Based on the traditional image coding
theory, if the current image block can be efficiently predicted, the
prediction residual can be more compressed than the original image
block in some transform domains [21,22], such as DCT. In other
words, the sparsity level of prediction residual is higher than
original block.

Let xpeq be the prediction of image block x;, the compressed
sensing measurement of its prediction residual is

Yresiy = bs ( Xj— Xpred,) =¢ Xresi; (10
That is
.Vresij = .Vj - ¢B Xpredj (1 l)

If the best prediction Xpred, Can be found, the prediction residual
Xresi; Can also be accurately reconstructed through Yresi and the final
reconstruction result X; is calculated by %; = Xpred, + Xresi;- Because the
prediction residual Xg; is much sparser than the original image x;,
the reconstruction accuracy of image block ¥x; is also higher.

3. Proposed CS image reconstruction algorithm
3.1. Framework of our proposed CS image reconstruction algorithm

In our proposed method, the image is divided into non-
overlapping blocks for compressed sensing measurement as the
above BCS framework. Although every image block x; can be
reconstructed by the measurement vector y; independently based
on the general sparsity basis DCT or DWT, the quality of reconstruc-
tion image can be further improved by integrating our proposed
intra prediction in the reconstruction procedure, as shown in Fig. 1.

In traditional video coding standard, such as H.264/AVC [22],
intra prediction is an important coding tool to improve the
compression efficiency. Its basic idea is to use reconstructed pixels,
including the left and the above neighbor pixels, to predict the
current coding block, and finally the best prediction mode is
selected by rate distortion optimization (RDO) theory. However,
the original image block is not available in the CS reconstruction
procedure, so it is impossible to directly select the best prediction
mode in original pixel domain by RDO theory. In our proposed
method, the best intra prediction mode is selected in compressed
sensing domain. Let xf,redj be prediction block by the kth prediction
mode and &; is the reconstruction block by straightforward
reconstruction algorithm, the best mode kb is selected by the
following function

- 5

Algorithm 1. Compressed Sensing Image Reconstruction

Require: ¢g, Y
Output: X
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1. Recover the every image block x; based on the observed value
Y based on some predefined sparsity basis through some
optimization algorithm, such as BPDN or GPSR, %; represents
the corresponding recovery value.

2. Predict the odd image block x; by its surrounding pixels in
checkerboard pattern and its prediction value is denoted by

x};redj, where k is the number of prediction modes.

3. Select the best prediction mode based on the function (12), let
kb be the best selected prediction mode.

4. Measure the prediction image block xkb

pred;’
_ kb
Yresij - yj _¢BX;()redJ
- Recover the prediction residual Xies;.

and calculate the

~ Reconstruct the image block by & = X{%, +Xres;

- Reconstruct the even image blocks in the same step 2-6.
. Output recovery image X

o g O w

Once the best prediction mode has been selected, then the best
prediction block xi;'r’edj will be measured by sensing matrix ¢y and
the Vresi is achieved by equation (11). Finally the image block j can
be reconstructed based on the previous description as follows

I kb
Xj= xpredj +Xresi; (13)

To improve the intra prediction accuracy, the current recon-
struction block will be predicted by its surrounding pixels, not
only the left and above neighbor pixels as used in H.264/AVC video
coding standard. As shown in Fig. 2, the surrounding neighbor
pixels in the gray region will be used to predict the central image
block, the detailed intra prediction method will be specified in the
next subsection. It notes that, in order to assure the surrounding
pixels available when the current block is reconstructed, the order
of recovery image block takes on checkerboard arrangement
instead of traditional horizontal raster scanning pattern, as shown
in Fig. 1. The white image block is firstly reconstructed by some
classical straightforward reconstruction algorithms based on DCT
or DWT sparsity basis, then the gray block is predicted by our
proposed new intra prediction algorithm and the prediction
residual is reconstructed by #; optimization method, the final
reconstructed gray image block is achieved by adding the recon-
struction prediction residual to the prediction block. After the gray
is reconstructed, it will be used to predict and reconstruct the
white image block in the same manner iteratively. Algorithm 1
shows the detailed reconstruction process for block-based com-
pressed sensing image.

|:| Current recovery block
|:| Neighbor reconstructed pixels

Fig. 2. Current reconstruction block and its neighbor pixels.

3.2. Intra prediction mode

In our proposed algorithm, intra prediction will be used to
improve the performance of CS image reconstruction by exploiting
the inter pixel correlation. Because the reconstruction order of
image blocks in our proposed algorithm takes on checkerboard
fashion, the current image block can be predicted by its surround-
ing reconstructed pixels, rather than the left and above neighbor
pixels used in H.264/AVC video coding standard. The prediction
accuracy can also be further boosted since more available neighbor
pixels are involved into the prediction procedure. In this article,
there are total five prediction modes designed for intra prediction,
including horizontal prediction, vertical prediction, DC prediction,
left-down-diagonal prediction, and right-down-diagonal predic-
tion, as shown in Fig. 3. Of course, there may be more intra
prediction modes which can be integrated into our proposed
image reconstruction algorithm.

3.2.1. Horizontal prediction

In the horizontal prediction mode, the predicted pixel is
obtained by weighted average from left pixel PL and right pixel
PR in the same row, as follows

P=PL x (1—dx)+PR x dx (14)

Right-down-diagonal

O Neighbor reconstructed pixels
@ Predicted pixel

Fig. 3. Intra prediction modes and its neighbor pixels.
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where dx and 1—dx are the relative distance from the predicted
pixel to left and right neighbor reconstructed pixels, as shown in
Fig. 3(a).

3.2.2. Vertical prediction

In the vertical prediction mode, the predicted pixel is obtained
by weighted average from up pixel PU and down pixel PD in the
same column, as follows

P=PU x (1—dy)+PD x dy (15)

where dy and 1-dy are the relative distance from the predicted
pixel to up and down neighbor reconstructed pixels, as shown in
Fig. 3(b).

3.2.3. DC prediction

In the DC prediction mode, the predicted pixel is obtained by
weighted average from four directional neighbor pixels PL, PR, PU,
and PD as follows

P=(PU x (1—dy)+PD x dy+ PL x (1—dx)+PR x dx)/2 (16)

where variables dx and dy have the same interpretation as
horizontal and vertical prediction mode, as shown in Fig. 3(c).

3.24. left-down-diagonal prediction

In the left-down-diagonal prediction mode, the predicted pixel
is obtained by weighted average of two pixels which locate in the
same left-down-diagonal with the predicted pixel, as shown in
Fig. 3(d). It is calculated as follows

P=PU x du+PD x dd 17)

3.2.5. Right-down-diagonal prediction

In the right-down-diagonal prediction mode, the predicted
pixel is obtained by weighted average of two pixels which locate
in the same right-down-diagonal with the predicted pixel, as
shown in Fig. 3(e). The calculation method is the same as the
left-down-diagonal prediction mode.

3.3. Deblocking and denoising

To eliminate the blocking artifacts caused by intra prediction in
Section 3.2 and reconstruction noise caused by measurement
error, the Rudin-Osher-Fatemi (ROF)/Total Variation (TV) model
is used in our proposed CS reconstruction algorithm. For a 2-D
image signal ue R™", the total variation is defined by

ou

ox

au

ay

1+’

[[ullry = ’ (18)

1

The TV model corresponds to solve the following optimization
problem,

min [ullyy +5][u—fllz (19)

where f is the reconstruction image in Section 3.1.

Due to the non-differentiability and non-linearity of the TV
term in problem (19), this problem is computationally challenging
to solve despite of its simple form. Hence, much effort has been
devoted to devise an efficient algorithm to solve it [25]. Here we
will apply the split bregman algorithm to solve problem (19).

We will denote du/ox by uy and ou/dy by uy, the problem (19) is
equal to the following constrained optimization problem

min‘ dy
u

1+deH1+g}|u—f||2 st. dy=uy and dy=u, (20)

With Lagrangian formulation, the constrained optimization pro-
blem can be relaxed to the following unconstrained optimization
problem

1+E dy—uy

. A
min | dy dy| |1 +5{{u—f 2+ 5lldy—wlla 1)

+|

2
273

where A >0 is a constant.
By using the split bregman algorithm, we can thus solve (21) as
follows

k+1 k41 - H
@k dyt dyt )= min||dy 1+deH1+§||u—fllz
A A
+§‘ de—we—b |+ Sl -y —bi @2

where the superscript k is the iteration number and the proper
values of blﬁ and bi; are updated through bregman iteration as
follows

by = b+ (Ut —dy ) 23)

by = by (Ut —di ) (24)

It is noted that problem (22) is smooth with respect to u,
therefore, to solve this optimization problem, we can simply set its
variation derivative equal to zero

(1 )~ AVE (-t —b) <AV (st b 0 25)
that is
(ul+AA)UR T = pf + 29T (df by ) + AV (dy — b)) (26)

In order to achieve optimal efficiency, we solve the system of
equations using the Gauss-Seidel method. The Gauss-Seidel solution

Fig. 4. Test images used in our experiments.
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can be written component-wise as u{‘j” = G}fj where

I A k k k K
i =M7+4/1(”i+14‘+”i714'+”i,;‘+1 +Uj5_4
k K K K k
gyt —dyi—byi_qj

;

Fig. 6. Even image blocks predicted by intra prediction method at the sampling
ratio of 0.8.

+byi5= by 1 +bysy) +ﬁf ij 27

At the boundaries of reconstruction image, one-sided finite
differences are used instead of the centered finite differences.

Because there is no coupling between d and u in the problem
(22), we can explicitly compute the optimal value of dy and dy
using shrinkage operators as follows

d“*1 = shrink (u’;“ +b’,§,%> (28)
dy ™! = shrink <u§+1 +bj, %) (29)
where

shrink(x,y) = % max(|x|—y,0) (30)

This shrinkage is extremely fast, and requires only a few
operations per element.

In summary, the proposed CS reconstruction algorithm mainly
consists of two steps:

Step1: Reconstruct the image X from block compressed sensing

measurements Y using intra prediction algorithm as Algorithm 1;

Table 1
The PSNR performance of compressed sensing image reconstruction (unit: dB).

Image Algorithm  Sampling ratio
0.3 04 0.5 0.6 0.7 0.8
Lena BPDN 2814 3046 3220 3347 34.03 3488
BPDN_IP 28.79 3086 32.60 3404 3619 3855
GPSR 28.11 3045 3219 3347 34.03 34.88
GPSR_IP 28,59 3036 3221 3384 3507 3641
Barbara BPDN 2539 2741 29.08 30.73 3213  32.80
BPDN_IP 2563 27.84 2925 3012 3256 3530
GPSR 2548 2737 2934 3084 3219 3296
GPSR_IP 25.10 2726 2928 3112 3292 3428
Mandirll ~ BPDN 20.78 21.72 2333 2467 2615 27.66
BPDN_IP 20.55 2174 2331 2468 2632 2797
GPSR 20.63 2191 2324 2470 26.21 27.60
GPSR_IP 20.63 22.03 2328 2467 2631 28.04
Goldhill BPDN 2738 2879 3040 31.77 3252 33.66
BPDN_IP 2728 2913 3056 3190 3323 3458
GPSR 2732 2913 3041 31.65 3254 3371

GPSR_IP 2742  29.03 30.61 3197 3332 3452

Fig. 7. The reconstruction images of lena test image at the sampling ratio of 0.8.
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Step2: Suppress the blocking artifacts and reconstruction noise
by TV model.

4. Experimental results

In this section, we will report the experimental results of our
proposed compressed sensing image reconstructed algorithm with
intra prediction, which is implemented on MATLAB platform.
Throughout, several popular grayscale images of size 512 x 512
[23] are employed in our experiments, such as barbara, mandrill,
goldhill, and lena, as shown in Fig. 4. We use BCS framework with

non-overlapping image blocks of size 16 x 16. In all cases, the
images are subjected to a BCS measurement process with ¢y in (7)
which is an orthonormalized dense Gaussian matrix and the
sparsity basis is 16 x 16 DCT transform. In order to validate the
effectiveness of our proposed algorithm, every image is measured in
different sampling ratios. It also notes that the measurement side in
CS image applications does not need do any modification as the
traditional straightforward CS reconstruction algorithm for images
in our proposed reconstruction algorithm.

The objective quality of the reconstruction images was mea-
sured in terms of a peak signal-to-noise ratio (PSNR) between the
reconstruction image and original images, which is computed as

Fig. 8. Comparison of subject quality for reconstruction images at the sampling ratio of 0.3. The top line: the reconstruction images with postprocessing model. The bottom

line: the reconstruction images without postprocessing model.

Fig. 9. Local details for barbara reconstruction image at the sampling ratio of 0.3. The top line: the reconstruction images with postprocessing model. The bottom line: the

reconstruction images without postprocessing model.
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the following expression:

2552
(1/mmEm (% —x;)°

PSNR = 10log ;o (31

where the %; and x; denote the pixel value of the reconstruction
image and original image respectively; m and n denote the width
and the height of the test images.

The solvers for straightforward CS reconstruction include BPDN
and GPSR [24], which are also used to reconstruct prediction
residues in our proposed algorithm, denoted by BPDN_IP and
GPSR_IP respectively. In all cases, the sparsity basis is 16 x 16 DCT
orthogonal transform.

Firstly, the odd image blocks are straightforwardly reconstructed,
as shown in Fig. 5. The black image blocks will be predicted by our
proposed intra prediction method using its surrounding recon-
structed pixels. It notes that the blocks located at the image
boundary are always straightforwardly reconstructed.

The predicted even image blocks by our proposed intra pre-
diction method are illustrated in Fig. 6 at the sampling ratio of 0.8.
It shows that the even image blocks can be efficiently predicted by
its surrounding reconstructed pixels although there are some
obvious artifacts at the block edge.

The final images of straightforward reconstruction method and
our proposed reconstruction method with intra prediction by
BPDN recovery algorithm at the sampling ratio of 0.8 are shown
in Fig. 7. It can be seen that there are much distortion in the
straightforward reconstruction images, especially in the complex
texture image region, which is labeled in rectangle in Fig. 7.

The PSNR performance for test reconstruction images is detailed in
Tablel. In order to evaluate our proposed method comprehensively,
different sampling ratios are tested from 0.3 to 0.8. We can find that
the improved performance at the high sampling ratio is more than at
the low sampling ratio. The major reason is that the reconstruction

pixels at high sampling ratio used in intra prediction is more accurate
than at low sampling ratio and can provide exact prediction for the
predicted blocks. In addition, there are differences in reconstruction
performance for different test images; the achieved gain for test
images with complex texture is less than the others, such as mandrill
test image, even in few worst cases, the performance of our proposed
reconstruction method is lower than the straightforward reconstruc-
tion method, because it is very difficult for intra prediction method to
predict texture image blocks only using our proposed five intra
prediction modes. Its performance can be further improved if more
intra prediction modes are adopted.

To further evaluate the performance of our proposed postproces-
sing method described in Section 3.3, we perform block CS reconstruc-
tion for above four test images with and without TV model, which is
solved by split bregman algorithm. The parameter p is related to the
noise level, which is estimated by a robust median estimator based on
mean absolute deviation as in [26]. The reconstruction images with
and without postprocessing model at the sampling ratio of 0.3 are
shown in Fig. 8 and the local details are zoomed in Fig. 9. From the
Fig. 8, we can see that there are obvious blocking artifacts at the 16 x
16 grid caused by block structure used in the intra prediction and
reconstruction noise in the reconstruction images without the post-
processing model. These artifacts and noises can be efficiently sup-
pressed by our proposed postprocessing method based on TV model.

In order to evaluate the performance of our proposed algorithm
compared with other classical algorithms, we reconstruct the above
test images using three leading image compressed sensing recon-
struction algorithms, including TVAL3'!, TwIST? and NESTA?, and our
proposed algorithm. All the algorithms used in our comparisons are

1 http://www.caam.rice.edu/ ~ optimization/L1/TVAL3/
2 www.Ix.it.pt/ ~bioucas/TwIST/TwIST.htm
3 statweb.stanford.edu/~ candes/nesta/
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available from the corresponding author's website. We use the built-
in parameter settings in each implementation which performed
optimally. The measurement matrix ® is implemented by the per-
mutated Walsh-Hadamard transform [27]. All test images are divided
into non-overlapping blocks of size 16 x 16. Fig. 10 displays their
PSNR values with the growth of the measurement rate for each
image. It can be seen that the proposed method performs best for all
of the images at different sampling ratios.

As for the computational complexity about our proposed CS
reconstruction algorithm compared with other general CS recon-
struction algorithms, Our proposed CS reconstruction algorithm
consists of three main modules, including #; minimization solver,
intra prediction and post-processing, so it is obvious that our
proposed algorithm is more computational complex than the
common CS reconstruction algorithms, which have only one #;
minimization solver module. However, it is not sensitive for CS
image application because the increasing computation complexity
is in the CS decoder rather than in the CS encoder.

5. Conclusion

In this article, we proposed a compressed sensing image
reconstruction algorithm based on block-based compressed sen-
sing framework for image application. The algorithm comprises of
intra prediction, reconstruction of prediction residual and post-
processing model. The current reconstruction block is firstly
predicted by its surround neighbor reconstructed pixels, and the
best intra prediction mode is selected in the CS measurement
domain; secondly, instead of straightforward reconstructing the
original image block as traditional CS, the prediction image
residual block is reconstructed by some ¢; convex optimization
solvers, such as BPDN or GPSR etc. Furthermore, postprocessing
method based on total variation model is also introduced to
suppress the blocking artifacts caused by intra prediction and
reconstruction noise caused by measurement error. Experimental
results show that our proposed algorithm can significantly
improve the performance of CS image. In the future work, more
sophisticated intra prediction modes will be designed and inte-
grated in our CS reconstructed algorithm to further improve its
performance.
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